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The rapid growth of diagnostic-imaging technologies over the past
two decades has dramatically increased the amount of nontextual data
generated in clinical medicine. The architecture of traditional, text-
oriented, clinical information systems has made the integration of
digitized clinical images with the patient record problematic. Systems
for the classification, retrieval, and integration of clinical images are
in their infancy. Recent advances in high-performance computing,
imaging, and networking technology now make it technologically
and economically feasible to develop an integrated, multimedia,
electronic patient record. As part of The National Library of
Medicine’s Biomedical Applications of High-Performance Computing
and Communications program, we plan to develop Image Engine, a
prototype microcomputer-based system for the storage, retrieval,
integration, and sharing of a wide range of clinically important
digital images. Images stored in the Image Engine database will be
indexed and organized using the Unified Medical Language System
Metathesaurus and will be dynamically linked to data in a text-based,
clinical information system. We will evaluate Image Engine by
initially implementing it in three clinical domains (oncology,
gastroenterology, and clinical pathology) at the University of

Pittsburgh Medical Center.

BACKGROUND

Patient care generates a large amount of text-based
data. The sheer volume of this clinical data and its
increasing importance to health care activities has
begun a trend toward the use of computerized clinical
information systems [1]. Many of these systems are
entirely or largely text oriented. However, text is only
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one medium through which clinical information is
recorded and communicated.

The rapid growth of diagnostic imaging technol-
ogies over the past two decades has dramatically in-
creased the amount of nontextual data generated in
clinical medicine. Imaging technologies are essential
to the modern practice of clinical medicine [2]. Tra-
ditional radiological and nuclear medicine images are
now complemented by computerized tomography
(CT), magnetic resonance imaging (MRI), positron
emission tomography (PET), ultrasonography, and
endoscopy-generated image data. Health care pro-
viders use such images routinely to make clinical de-
cisions. Furthermore, many medical specialties such
as pathology, dermatology, and ophthalmology gen-
erate a large number of clinically important images.

Though reports on these images are added to the
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patient record, the images themselves are usually dif-
ficult for the clinician to access and often impossible
to integrate with other relevant clinical data [3]. Sys-
tems for the classification, retrieval, and integration
of clinical images are in their infancy [4]. Traditional
picture archival and communications systems (PACS)
[5-7] are generally expensive, monolithic solutions
that serve primarily the needs of radiologists and are
often not well integrated with the patient record. The
new clinical imaging technologies demand innova-
tive medical image database models that can integrate
all patient data. Such systems may improve the qual-
ity of patient care [8-9], increase the patient’s involve-
ment in clinical decision making[10-11], and produce
significant new medical knowledge [12].

The architecture of traditional, text-oriented, clin-
ical information systems has made the integration of
digitized clinical images with the patient record prob-
lematic. This lack of integration leads to a fragmen-
tation of the patient record, which hinders the phy-
sician’s ability to synthesize all the data relevant to
clinical decision making. In part, this partitioning of
textual and nontextual patient data reflects the tech-
nological heritage of the traditional patient record.
Until recently, the technology required to integrate
textual and image-based clinical information was pro-
hibitively expensive or nonexistent. Recent advances
in high-performance computer, imaging, and net-
working technology now make it technologically and
economically feasible to create a truly integrated,
multimedia, electronic patient record linking digi-
tized clinical images from a wide variety of sources
with the traditional, text-based, medical record.

BEYOND PACS

Although PACS [13-14] have been an active area of
research and development for almost twenty years
[15-16], much of that work has been within the do-
main of radiology and has focused on expensive in-
stitutional systems [17]. Some involved with PACS
research feel that if the fundamental idea is to pros-
per, it must expand its domain from radiology and
radiologist to a broad range of clinically important
images and the majority of physicians practicing both
inside and outside the hospital environment [18]. In
addition, given the current fiscal outlook for health
care delivery, we must seek ways to reduce the im-
plementation costs of integrated clinical image deliv-
ery systems.

The integration of clinical images with the textual
clinical record has been an area of increasing interest
over the past few years. Although a number of in-
tegrated PACS systems are described in the literature
[19-20], one of the most innovative implementations
of integration has been in the Department of Veterans
Affairs (VA) Decentralized Hospital Computer Pro-
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gram (DHCP) [21-23]. This system, developed at the
Washington Information Systems Center of the VA,
is a “distributed imaging system that provides image
management and communications functionality as an
integral part of its existing integrated hospital infor-
mation system’ [24]. The DHCP is an object-oriented
system based around the MUMPS VA File Manager
database using UNIX/X Windows or Microsoft Win-
dows workstations and multiple image servers. It goes
beyond the traditional PACS radiology model by
“handling a variety of medical images including car-
diology studies, microscopic pathology slides and en-
doscopic examinations” [25].

There is currently a confluence of developments
that makes it technologically and financially feasible
to implement institutional systems integrating digi-
tized clinical images from a wide variety of sources
with the traditional medical record. These innova-
tions include inexpensive microcomputer worksta-
tions with the processing power, memory, and dis-
play characteristics necessary to permit real-time
decompression and display of high-resolution digital
still images and digital video. Image compression
technology is now widely and inexpensively avail-
able, and international compression standards are
emerging [26]. Digital video technology is now an
integrated part of many microcomputer operating
systems and permits us for the first time to display
real-time, on-screen, color-video sequences using
widely available and affordable computers. Network-
ing advances increasingly supply the necessary band-
width for institutional transport of compressed dig-
ital images.

Image compression will be an important enabling
technology in the development of integrated, mul-
timedia clinical information systems. Even with cur-
rent advances in affordable computer hardware, the
large size of uncompressed images would preclude
workable, large-scale systems. For example, one min-
ute of digital video (480 by 640 pixels, 24-bit color at
30 frames per second) requires 1.5 gigabytes of stor-
age, while a single 480 by 640 pixel, 24-bit color still
image is approximately one megabyte in size. Clinical
information systems working with uncompressed data
of this scale would rapidly fill even today’s gigabyte
storage devices and jam most institutional networks.

IMAGE ENGINE

Our Biomedical Applications of High-Performance
Computing and Communications (HPCC) contract
from the National Library of Medicine (NLM) will
allow us to further develop Image Engine, a prototype
microcomputer-based system for the storage, retriev-
al, integration, and sharing of a wide range of clin-
ically important digital images [27]. Images stored in
the Image Engine database will be indexed and or-
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ganized using the Unified Medical Language System
Metathesaurus and will be dynamically linked to data
in a text-based, clinical information system. We will
evaluate Image Engine by initially implementing it
in three clinical domains at the University of Pitts-
burgh Medical Center (UPMC): oncology, gastroen-
terology, and clinical pathology.

The Image Engine System architecture consists of
three layers: the Server Layer, the Object Database
Layer and the Image Browser Layer. In addition, Im-
age Engine will make use of two network-based ser-
vices: the Medical ARchival System (MARS) clinical
information system and the Probabilistic Indexing
(Pindex) server.

THE MARS CLINICAL
INFORMATION SYSTEM

MARS is a text-based, clinical information system de-
veloped by Dr. John Vries and Russell Yount at UPMC
[28]. MARS has been in operation at UPMC for five
years. It contains approximately 3.2 million whole-
text, word-indexed, clinical records. These document
records contain the full text of patient histories and
physicals; operative and procedure notes from mul-
tiple clinical specialties; discharge summaries; labo-
ratory results; and reports from the pharmacy, mi-
crobiology, pathology, and radiology departments.
The data stored on MARS includes 80% of all infor-
mation generated at UPMC and all information pro-
duced by the Central Transcription Service for
UPMC'’s hospitals and outpatient clinics. More than
2,500 registered users retrieve an average of 5,000
reports each day, and these numbers are growing
steadily. MARS is available twenty-four hours per
day. It is anticipated that by 1995, MARS will capture
most of the clinical information generated at UPMC.

THE PINDEX INDEXING SYSTEM

We have developed a system called Pindex that takes
as input a string of free text and returns an associated
list of Medical Subject Heading (MeSH) terms that
are each annotated with a probability of relevance.
The development of Pindex has been supported in
large part by the NLM UMLS project. We are modi-
fying and extending Pindex for the task of indexing
images. We plan to use this modified version of Pin-
dex to index medical images based on their free-text
descriptions and to assist users retrieving images giv-
en free-text input from the user about the type of
images that are desired.

Pindex works as follows. A simple parser, P, con-
verts free text input into a set of word phrases, which
we denote as S. Pindex has a large table, T, that as-
sociates word phrases with MeSH terms. Each asso-
ciation between a phrase and a term has an attached
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probability. Let U denote the MeSH terms that are
associated with one or more phrases in S. We attach
to each term in U the maximum probability it has in
association with any phrase in S (as given by table
T).

If the free text is a description of an image, then
the terms in U can be used to index the image. If the
free text is a user query, then we can sort the terms
in U in descending order of their attached probabil-
ities. The user can choose terms from this sorted list
to construct a search expression for images of interest.

Table T is constructed as follows. A large group of
MEDLINE articles is used as the training set. For each
MEDLINE article, A,, we apply parser P to the text in
the title and abstract of the article to derive a set of
word phrases, S,. Let U; denote the main MeSH head-
ings assigned to article A; in MEDLINE. In A, we
view each phrase in §; as co-occurring once with each
MeSH term in U;. We update table T to reflect the
phrase-term co-occurrences for article A; and phrase
occurrences in article A;. After all articles are pro-
cessed, table T contains the number of occurrences of
each phrase that was encountered in the MEDLINE
training articles and the number of co-occurrences of
each phrase-term pair encountered. From these sta-
tistics, we compute the probability of a MeSH term,
u, given a phrase, s, as the total number of co-occur-
rences of s and u divided by the total number of
occurrences of s. To avoid misleading probability es-
timates due to small sample sizes, we require that the
value of s be greater than a minimum threshold.

The terms in table T need not be limited to MeSH
terms. In general, we can construct the table using
any training data that contain free-text descriptions
that are annotated with controlled vocabulary terms.
Thus, for example, in addition to using MEDLINE
training data, one could use training data based on
surgical pathology reports in the MARS system for
which online SNOMED codes are available. Our over-
all focus will be on using training data that contain
terms within the UMLS Metathesaurus.

THE IMAGE ENGINE SERVER LAYER

The Image Engine Server Layer will consist of a ded-
icated server computer and a number of gigabyte range
hard disks connected to UPMC’s high-speed data net-
work. These disks will store digitized, compressed
clinical images. Still digital images will be stored in
the PICT format and digital video images as Quick-
time files. PICT files will be compressed using the
International Standards Organization’s (ISO) Joint
Photographic Experts Group (JPEG) still image com-
pression algorithm [29-30]. Digital video files will be
compressed with the proposed ISO Motion Picture
Experts Group (MPEG) video compression scheme [31].
Storing images in these widely supported and well-
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documented formats will facilitate cross-platform de-
velopment and image sharing. We plan to support
image translation between a number of standard im-
age interchange formats.

One of the issues we will address with image do-
main experts is defining the optimal compression
characteristics for different clinical image types. Im-
ages will be automatically compressed as they are
added to the server database and decompressed on
arrival at a workstation running the Image Engine
Browser software. Image compression reduces disk
storage requirements and reduces transfer time across
the network. While the ISO standard JPEG is lossy at
compression ratios above 2:1, it is often capable of
compressing a wide range of still image types at com-
pression ratios of 10:1 to 24:1 without detectable loss
of image quality. (Lossless image compression means
that although the storage requirements of an image
are reduced and the image is therefore compressed,
the data set for that image remains unchanged. Lossy
image compression, on the other hand, means that in
the process of compressing an image, some of the
original image data set is irreversibly lost.) For ex-
ample, formal clinical evaluation of JPEG compressed
chest x-rays found a compression ratio of 20:1 or less
to be acceptable [32]. The optimal degree of com-
pression applied to any image type is highly depen-
dent upon the nature of the image [33] and will have
to be determined over time in consultation with im-
age domain experts.

THE IMAGE ENGINE OBJECT
DATABASE LAYER

The Object Database Layer uses an object-oriented
database model to represent the images stored on the
Image Engine Server [34]. This may be viewed as a
virtual database, in that it integrates data stored both
locally and (by reference) on other systems [35]. This
approach has a number of advantages, including
avoiding storage replication and problems with data
version inconsistencies. This model also allows for
future integration with other clinical information
systems.

The Image Engine Object Database will contain ob-
ject-oriented representations of the images stored on
the server. This database structure will support mul-
tiple independent index files. Each image object rec-
ord will have a unique identifier. Object property
values will be indexed as either text (inverted word-
stem index based upon the Porter Algorithm [36]) or
data (indexed on full property value). In addition, we
are interested in experimenting with data by refer-
ence models (virtual data existing in other database
systems). Multiple indexes based upon property val-
ues will allow for rapid database searching on many
independent criteria.
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Figure 1 outlines the major elements of the Image
Engine Database and its relationship to MARS and
Pindex. The image itself is stored in the server layer
and has an object representation in the Image Engine
Object Database. Each image object has a set of prop-
erty values. For simplicity, only some of the image
objects property slots (e.g., Image Reference, Patient
ID) are shown. All image objects in the database will
be indexed by multiple property keys in the Image
Engine Index. These property keys point to both the
Image Object and the image itself. Thus the index can
be used to find a specific image or a set of images
meeting some specification. Property values can also
point to data stored on MARS (i.e., data by reference).
For example, the Patient ID property points implicitly
to all the MARS documents for that patient. Combi-
nations of properties can define subsets of MARS data;
for example, all pathology reports for a given patient
ID between date X and date Y. Pindex is shown in
this figure in its role as an automatic indexing tool,
taking document input from MARS and sending
Metathesaurus terms to the Object Database. How-
ever, Pindex could also aid data retrieval by taking
text from a user query and returning suggested Meta-
thesaurus terms for use in image retrieval.

THE IMAGE ENGINE BROWSER LAYER

The Image Engine Browser (Figure 2) is a client ap-
plication that allows one to interact with the Object
Database through an easy-to-use graphical user in-
terface. The Browser communicates with the Object
Database over the network and uses a client-server
model to request and retrieve image and patient data.
Currently the project’s workstations are based on Ap-
ple Power Macintosh 7100/66 RISC systems with
twenty-four megabytes of RAM and twenty-inch,
1,152 by 870 pixel resolution color monitors using
accelerated, twenty-four-bit color video cards.

The user may search for image subsets using com-
binations of image properties, including Metathesau-
rus terms. Retrieved subset summaries of images can
be viewed as either a scrollable list of thumbnail im-
ages (100 by 100 pixel scaled, 24-bit color images) or
a text list of object identifiers (image name, type, pa-
tient ID, and so forth). Images can be selected and
viewed at full or scaled size on the computer display
in resizable, scrollable windows. Multiple images can
be viewed simultaneously. Image information text
can be viewed simultaneously with images. Retrieved
image sets can be sorted and displayed on a number
of criteria.

Digital video images can be displayed on screen
and controlled with videotape-like features (e.g., re-
verse, fast-forward, still frame, and reverse/forward
frame capabilities). Users can convert digital video
frames to digital still images. Given the large size of
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Figure 1
Structure and relationships of Image Engine Object Database
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even compressed digital video sets, we wish to de-
termine whether endoscopy data, for example, stored
in short video segments have any clinical advantage
over selected digitized still images extracted from the
video record.

The browser will provide a set of basic image-pro-
cessing functions to support image enhancement, im-
age formal translation, and feature measurements. In
addition, the Image Engine Browser will communi-
cate with and pass images to external applications
such as image processors and electronic mail clients.
Image and patient data from MARS will also be viewed
within the Browser. The Image Engine architecture
will facilitate the future integration of clinical deci-
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sion resources such as MEDLINE, PDQ, and clinical
guidelines.

NETWORKING PROTOCOLS

The Image Engine server will be connected to the
University Medical Center’s network via a high-speed
Ethernet connector and will initially communicate
with Image Engine Client workstations at UPMC via
a proprietary message-passing scheme using Apple
Computer’s Ethertalk networking protocol. We plan
to switch to the standard transmission-control pro-
tocol/Internet protocol (TCP/IP) at a later phase of
this project.
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Figure 2
Image Engine Thumbnail Browser
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The UPMC data network consists of a basic back-
bone of three Fiber Digital Device Interface (FDDI)
rings using fiber-optic cable with fiber-optic limbs to
collapsed Ethernet backbones in each of the constit-
uent hospitals and clinics of the medical center. Fiber-
optic cable now extends to most hospital and clinic
floors with standard 10BaseT cabling to individual
workstations. The current average data transfer rate
is ten megabits per second, increasing to a maximum
of 100 megabits per second in the near future, with
the installation of Level-5 cabling. The current sup-
ported routing protocols include TCP/IP, Novell’s
Internetwork Packet Exchange (IPX), and AppleTalk.
Current bridging protocols include Digital Equip-
ment’s Local Area Transport (LAT) and Local Area
Storage Transport (LAST), and Maintenance Opera-
tions Protocol (MOP).

DYNAMIC LINKS TO A TEXT-BASED
CLINICAL INFORMATION SYSTEM

The MARS database system supports a scripting lan-
guage, called ESP, which we will use to implement
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dynamic links between clinical images in the Image
Engine database and associated patient information
in the MARS database. Using ESP, an application on
the UPMC data network, can establish a TCP/IP con-
nection to the MARS ESP server and transmit MARS
queries written in the ESP language. MARS patient
data retrieved by an ESP query is returned over the
network to the requesting application in a format
defined in the ESP query script. ESP, therefore, allows
an application to become a MARS client.

The MARS ESP query language is still under de-
velopment, and we anticipate that our work on dy-
namically linking Image Engine objects to MARS may
suggest new features and enhancements to the ESP
language and server. In particular, we are interested
in exploring the use of “shortcut’” ESP queries that
specify exactly which documents should be retrieved.
This will give us the capability of storing sparse ESP
queries in Image Object property slots as data by ref-
erence. If this approach works, we could expand the
Image Object Database to contain image objects that
know how to retrieve information about themselves
from other clinical information systems without any
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user interactions. Such objects could ““stack” potential
data items from MARS, based upon their past expe-
rience with particular users or past sequences of ac-
tions leading to data retrieval. For example, such an
object could anticipate that if a user views a colonos-
copy report and associated images she may also re-
quest associated pathology images and reports. De-
pending upon user preference, these “stacked” images
and reports might be automatically retrieved along
with the explicitly requested data.

We are eager to ensure that the dynamic links be-
tween Image Engine and MARS are implemented in
a way that does not preclude Image Engine linking
in the future to other important clinical information
systems. One method of ensuring this independence
may be by defining a communications layer between
Image Engine and the other databases.

CLINICAL APPLICATIONS

As part of our HPCC contract, we plan to install and
evaluate Image Engine workstations in three clinical
environments at UPMC—clinical pathology, gastro-
enterology, and medical oncology.

In clinical pathology, we will focus on issues in-
volved in digitizing, compressing, indexing, storing,
and retrieving both gross and microscopic pathology
images. Clinicians in the gastroenterology and on-
cology test sites will identify pathology specimens
(for example, biopsies obtained during gastrointes-
tinal endoscopy or diagnostic oncology procedures)
from patients entered into the Image Engine database.
These pathology specimens will be digitized, in-
dexed, and added to the database. Image Engine will
automatically integrate these pathology images with
other digitized images (such as endoscopy and radi-
ology) and the text-based clinical record for that pa-
tient.

In gastroenterology, we will work with clinicians
specializing in fiber-optic endoscopy of the gastro-
intestinal and biliary tracts. These domains will in-
volve digital still and video images, pathology im-
ages, and radiological imaging studies (including MRI,
CT, and ultrasound). For patients entered in the Im-
age Engine database, it will be possible for clinicians
to selectively view and manipulate integrated image
and textual data.

In medical oncology, we will explore how one man-
ages and integrates the wide range of images (in-
cluding radiology, MRI, CT, pathology, and clinical
photography) that are used in the diagnosis, staging,
and treatment of patients with solid tumors. Clini-
cians will be able to rapidly retrieve both image and
textual data for patients entered into the Image En-
gine database.

Image Engine should be useful in many other im-
age-intensive clinical domains such as dermatology
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[37] and ophthalmology [38]. In addition, as the num-
ber and variety of images in the database increases,
it has the potential to become a valuable educational
and research resource. For example, it would be pos-
sible for one to retrieve and view a set of pathology,
dermatology, ophthalmology, endoscopy, and radi-
ology images for a given disease entity. Alternatively,
one could retrieve selected images from a population
of patients with certain characteristics.

It has been estimated that medical imaging data-
bases acquire in excess of one terabyte of information
per year in a major hospital [39]. Given the large size
of even compressed digital images, we have chosen
to limit our initial HPCC evaluation domains to a
relatively small population of clinicians and patients.
Our goal in this project is not to implement a very
large-scale, hospitalwide, image database system dur-
ing this three-year project. Also, Image Engine is not
intended to compete with or replace PACS, which
we see as continuing to develop as a radiological sup-
port system. Instead, we plan to focus on the technical
and clinical issues involved in creating a potentially
portable system that could be scaled to handle the
image storage, retrieval, and sharing needs of clini-
cians, with an emphasis on integrating a wide range
of clinically important images with the text-based
patient record using relatively inexpensive high-per-
formance computers and networking technology.
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