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Abstract

We testeda causal discovery algorithm on a
databaseof pneumoniapatients. The output of
the causal discovery algorithm is a list of
statements‘A causesB”, where A and B are
variablesin the databaseand a scoreindicating
the degreeof confidencein the statement.We
comparedthe output of the algorithm with the
opinions of physicians about whethercAusedB
or not. We found that the doctorsopinions were
independentof the output of the algorithm.
However, an examination of the outmftresults
suggested simple, well motivated modification
of the algorithm which would bring the outpoft
the algorithm into high agreementwith the
physicians opinions.

1 THE PROBLEM

To make rational public policy decisions related to
medicinerequires knowledge of causal relations among
variables.For example,in determininghow many lives
would be savedby treating everyonewith pneumoniain
hospitals, it is not enough to simply look at the
probability of survival given hospitalizationversus the
probability of survival given no hospitalization. The
reason ighat generallythe sicker patientsare sentto the
hospital, so that the influence of the hospitalizationon
the deathrate is confoundedwith possibly unmeasured
variablesinfluencing how sick someoneis. However,in
many cases, it is not feasibie performrandomizedrials
for both ethical and practicalreasonsOften, if we are to
infer causalrelations,we must do so from background
knowledge and observational data.

We can describe this problem of causal inference
somewhat more formally in the followingay. A directed
acyclic graph(DAG) G with a set of verticesV can be
used to represent causal relatitmesweenvariables,where

an edge from A to B in G means that A is a direct cadise

B relative toV; under this interpretatiowe call the DAG
a causalDAG. (We assumehat a causalDAG doesnot
contain pairs of variables in which oreedefinedin terms
of the other, or both are definedin terms of somethird
variable; thisassumptions discussedit greaterlengthin
section 7.) Ifwe assigna prior probability to eachcausal
DAG, and a prior probability to the parameterof each
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causal DAG (representingthe strengths of the causal
connections), then given a database of patient redorits,
possible to calculatethe posterior probability of each
causalDAG. The ideal Bayesianmethodof searchingfor

causal relations among variables would bsitoply write

out the posterior probability of each causal DAG; the

posteriorprobability of somevariableX causinganother
variable Y could then be derived from the posterior
probabilities of the DAGs. In practice,however, if the

numberof variablesin a databases large,thenit is not

computationally feasible to calculate the posterior
probability of each causal DAG, duettte astronomically
large number of such DAGs.

2 PARTIAL SOLUTION

The following theorem follows simply from Cooper
(1997) and Spirtes et al. (1995). (A measured varialie V
exogenous if there is no variable whicks a direct cause
of V. A variableis exogenous in a causal DAG if
there is no arrow directed into it.) Wassumethat thereis
no causalrelation betweenthe sampling mechanismand
the measured variables (i.e., there is no selection bias).

Theorem: With probability 1 in the large samplelimit,
if
e each causal DAG containing the variables

<E,A,B> in which E is exogenoushas a non-zeroprior
probability,

» the prior probability of the parametersof each
DAG is absolutely continuous with the BDe metric
(Heckerman, et al., 1994),

e Eis exogenous, and

- E - A - B has the highest posterior
probability among all DAGs containing the variables
<E,A,B> in which E is exogenous,

then in the true causal DAG, A is an ancestbB (i.e. A
is a causeof B) and there are no latent causes(i.e.,
unmeasured confounders) of A and B.

The importance of this theorem is that it givesufficient
(but not necessaryondition for A being a causeof B,
even without evaluating huge numbers of DAGs, aneh
when it is not known whether or not there may be
unmeasured confounders.

There is a simple heuristic which can be used to rethece
number of triples fomhich the posteriorprobabilitiesare



calculatedlIn particular,if E -~ A - B hasthe highest
posterior probability among all DAGs containing the

variables<E,A,B> in which E is exogenousthen (1) E,

A and B are all highly dependeatnd (2) E is independent
of A given B (seeSpirtes,et al. 1993.) We calculatethe

posteriors of DAGs only for triples of variables witihese
two properties. A more precise statemehthe algorithm

is given in the next section.

3 INSTRUMENTAL VARIABLE (IV)
ALGORITHM

The IV algorithm takesas input backgroundknowledge
about which variables are exogenous,and a database
consistingof patientrecords.An exogenousvariable is

also called an instrumental variable. The algorithm

outputs a list of causal conclusionstbé form “A causes
B”. The algorithm consists of the following steps:

1. Selecta subsetof variablesE that are known to be
exogenous. In the case of the pneumalait (seebelow),
the exogenousvariableswe used were race, age, and
gender.

2. For each vertex E i, search for measuregriablesA

and Bsuchthat A is highly dependenbn E, B is highly

dependent on A, and E is independent of B gifkerin the

caseof the data, we defined “gighly dependentto mean
that the p value of the g~ statistic measuring the

dependence of discrete variables was less than @nd1k

is independent of B given A” means that the p valuthef
g statistic measuring the conditiordépendencef E and
B given A is greater than 0.5.

3. For eachriple of vertices<E,A,B> selectedn step2,
for eachDAG G that canbe constructedbut of the triple
in which E is exogenous, calculate the posterior
probability of G. If no DAG has a higher posterior
probability thanthe DAG E - A — B then output “A

causes B.”

We assume eaddDAG compatiblewith the exogeneityof
E has an equal prior probabilitfor eachDAG, the prior
probability over the parametersve usedis the BDe prior
describedin Heckermanet al. (1994). The BDe prior
assumes:

» that the data are complete, and

» thatfor anydistinct variablesX; and X,, the set of
parametersassociatedwith X, and its parents are
independenbf the setof parametersissociatedvith
X, and its parents, and

» that for any two DAGs in which X; hasthe same
parents the distribution ovéhe parametersssociated
with X; and its parents are the same, and

* in a completegraph, the prior distribution over the
parametersissociatedvith a variable and its parents
are Dirichlet.

Assuming equal prior probabilities for each DAG, we
calculate the score as the natural log of the @itiB(G, |

D) and P(G| D) where G and G, arethe DAGs with the
highestand secondhighest posteriors, respectively. (In

Table 1, this is thenumberin the column labeledScore.)
This gives a rough idea how much the dataupportsthe
conclusion that A causds; the ratio betweenthe highest
and second highest posterior is generally langeughthat
this is a good approximationto carrying out the full

calculation of the posterior.

4 DATA

The IV algorithm was testedon a pneumoniadatabasef
community acquiredpneumoniapatients (see Fine 1997
for details), which is called the pneumonia PORT
databaseBasedon chart review, hundredsof data items
were collected for each of the 2287 patients in the
database.

A large numberof variableshad somemissing values.A

number of variables that had missimglueswerefilled in

with “normal” values. Everafter this filling in, however,
a numberof othervariablesstill hadmissing values.We

selected a subset @07 of the PORT variablesfor which

a significant proportion ofthe population (1317 out of

2287 total) hadho missing valuesfor any variablein the
subset. Step 2 of th&/ algorithmwasrun on the subset
of 107 variables for which the 13Jatientshad complete
records. However, for step 3 we did not use the
subpopulationof 1317 that had no missing values.
Rather,for eachtriple of variableschosenin step 3, the
posterior of each causal DAG was calculated on the
subpopulation of th@atientswho hadno missing values
for any variablein that triple; thus for particular triples,
the samplesize wasslightly different, becauseherewere
different membersof the population had missing values
for different variables.

5 RESULTS

The IV algorithm was applietb the PORT databaseThe
results obtained are shownTable 1, listedin decreasing
order of their scores (see Section 3). One pairremeved

from the suggested list for reasons explained in section 7.



Table 1
Instrument Cause Effect Score
age coronary myocardial 18.41
artery disease infarction
age current intravenous drug | 14.52
employment | use (non-prescribed
status
age nausea vomiting 9.28
gender | # of comorbid| dire outcome (i.e.,| 8.47
conditions | mortality or serious
complications
gender sputum cough 7.99
age current chronic obstructive] 7.55
employment | pulmonary diseaseg
status
age current prior 4.87
employment hospitalization
status within 30 days
age current a history of chroniq 4.42
employment obstructive
status pulmonary diseasg
requiring prior ICU
admission
age current days since last | 0.56
employment | hospital discharge
status

6 PRELIMINARY ANALYSIS

As a preliminary test of thprogram’soutput, we askeda
practicingphysicianat the University of Pittsburghwho

seespneumoniapatients in his practice (Dr. Richard
Ambrosino)to evaluatethe output of the IV algorithm.
Dr. Ambrosino had a close working knowledge of the
pneumoniaPORT databasevariablesusedin this study,
becauséne haddoneprior (non-causalyesearchwith this

data. He was not, however, familiar with the IV

algorithm. We presented this physician judge witgesof

pairs of variables, some output by the algorithm as
bearinga cause-effecrelation to each other, and some
chosenat random;the orderof the pairs of variableswas
listed randomly.We askedthe physicianto classify each
pair of variables into onef threeclasses!Confident that
A doescauseB”, “Don’t know whetherA causesB”, or

“Confident that A does not cause B.” The resultsethat
for all 10 pairs of variables suggestedby the IV

algorithm, the physician judge was confident that the
relationship was cause and effect. For the randaimbgen
pairsof variables,he was confidentthat the relationship
between5 of the 22 pairs was causeand effect; he was
confidentthat 10 were not causeand effect; andin 7 he
was not sure.Given this distribution of causalrelations

among the random pairs, Fisher's exact test of the
independence dfeing chosenby the algorithm andbeing
judgedto be causalhad a p-value of .0002 and can be
strongly rejected.

In orderto eliminate the hypothesisthat the physician
judge was simply taking all highly correlatedpairs of

variables as cause and effect, we submitted for his
evaluation1l5 more pairs of variablesthat wererandomly
selectedrom pairs of highly correlatedvariables(i.e. the
g statistic had a p-value of lessthan 0.01.) For these
randomly chosenpairs of variables,the physicianjudge
was confidentthat the relationshipbetween9 of 15 pairs
was causeand effect; he was confidentthat 4 were not
causeand effect; and 2 he was not sure of. Given this
distribution of causal relations among ttemdompairs, if

one chose 10 pairs of variables at randamexacttest of

the independenc®f being chosenby the algorithm and
being judged to be causal had a p-value€d827, which is

marginally significant.

7 ANALYSIS

The basicguestionwe attemptedto answerwas: “Is the
probability of A causingB given that the programsays
that A causesB higherthan the probability of A causing
B given that the program does not say that A causes B?”

However,thereis a possibleconfoundingfactor that has
to be considered. A necessary (but not sufficieatjdition
for the program to choosepairs of variablesis that they
are highly associated (each ppasses statisticaltest for
association.)lt is possible that the probability of A
causingB among highly associatecpairs of variablesis
much higher than the probability of A causiBggmonga
randomselectionof pairs of variables.A secondquestion
that we attempted to answer was “Among highly
associatedpairs of variables, is the probability of A
causingB given that the programsaysthat A causesB
higher than the probabilitgf A causingB given that the
program does not say that A causes B?”

One problem we faced was what to do with pairs of
variablesthat are logically, ratherthan causally related.
For example, the number of comorbid conditions is
defined as the disjunction of cancer, swallowing
difficulties, heartdiseaseetc. Sometimestwo variables
are bothdefined in termsof a third variable;e.g. agepresb
and agepres6 are two different discretizatiohage.When
variables are logically related, there is generally a
correlation between them, even though they are not
causallyrelated. The 1V algorithm does not distinguish
between logicallyrelatedand causallyrelatedvariables.In
general, we assume that it is easyid out whethertwo
variablesare logically related,so we do not count such
pairs as eithera succesr an error. One of the pairsthe
program output waswalldiaand cnumcomo.Chnumcomo
is defined as the disjunction of a numberof conditions

including swalldia, so we eliminated it from consideration.

In order toanswerthe main question,we chosea number
of highly associatedvariable pairs that had not been



selectedby the programto be comparedto the pairs of
variablesthat were selectedby the program. When the
algorithm measures association between a paiagbles
A andB it usesthe p-valueof the g? statistic. Underthe
assumptionof independencethe g? statisticis defined as
the sum over all cells of the observedvalue in eachcell
times the natural log dhe ratio of the observedvaluein
the cell to theexpectedvaluein the cell. Asymptotically,
the ¢ statistic is distributed as)d distribution. However,
we did not use the p-value of the g statistic when
selecting variable pairs not chosen by the algorithm.
When two associationsare both large, even if the
differencebetweenthe two associationss also large, the
differences in the p-values tie two associationsnay be
extremely small (i.e. the two p-valuasuld both be zero
to many decimalplaces.)For that reasonjn judging the
associatiorbetweenA and B, insteadof using p-values,
we useda standardadjustmentof the g statistic. The
adjustmentividesthe g? statistic by the productof the
sample size, and the minimum of the number of
categories in A minus 1 and the number of categanie3
minus 1. (The sample size differed somewhatbetween
variable pairs, becausein computing the association
between Aand B, we usedthe subpopulatiorthat hadno
missing valuesfor A and B. Since the subpopulations
usedvariedwith the variables they had slightly different
sample sizes.)

We selectedvariable pairs to comparewith the variable
pairs selected by the algorithm in two different wdyisst
we selected the @ariablespairs with the highestadjusted
o® measureof associationthat were not logically related,
andthat hadnot beenselectecby the algorithm. Second,
we attempted tonatcheachof the 9 variablepairs A and
B selectedby the algorithm with a randomvariable pair

that was not selectedby the program, whose variables
were not logically relatedto eachother, and that had the
sameadjustedg® measureof associationto three decimal
placesas A andB. However, it turnedout that the two

highest adjusted’gneasureof associatiorfor the pairs of

variables selected by the prograwuld not be matchedin

this way, becauseherewere no variable pairsfitting the
description. Instead for two higheadjustedg®> measureof

associationfor the pairs of variables selectedby the
programwe simply chosevariablepairsthat matchedthe
adjustedg® measureof associatioras closely as possible.
When this was done, it turned out that three of the
variablepairs selectedby the first methodwere the same
as three of the variable pairs selectedby the second
method.So overall, therewere 15 pairs of variablesthat
we selectedo contrastwith the variable pairs selectedby

the algorithm.

A secondproblemto be facedis that we do not have a
“gold standardfor whenA causesB. We decidedto use
physiciansopinions about the causal relations as our
“gold standard.” We enlisted the help five faculty
physicians who practice internal medicine at the
University of Pittsburghand/orthe OaklandVA Hospital
(in Pittsburgh,PA) and who see pneumoniapatientsin
their practices. These physicians were gigdist of pairs

of variables A and Bandwere askedto assessvhetherin

their opinion A causes B (encodedBs A doesnot cause
B (encodedas 3), or they do not know whetheror not A

causesB (encodedas 2). If in their opinion A causesB,

they were askedwhetherin their opinion thereis also a
common cause of A and B, no common causa @indB,

or they do noknow whetherthereis a commoncauseof

A andB. The exactformulation of the question,and the
instruction to the physicians given in the Appendix.In

order to see whether the physicians asa group were
reliable, we performedthe following scoreof inter-rater
reliability (Fleiss, 1981).

Let k be the numberof categoriesnto which ratings are
made (inthis casek = 3.) Let m be the numberof raters
(5) andn be the samplesize (24). p; is the proportionof
ratings in category, andq, is 1 - p;. x;; is the numberof
ratings on subjedtin categoryj. In that case

n k
nmz—z X

1=1 J=1

K=1-

| —

nm(m-1)% pq,
=1

and the standard error is
\2

K
z P;g; \“‘nm(m_l)
1=1

X

‘J‘ K o«
\é&:l qujE _Jzzlquj(qj - pj)

If there is no subject-to-subject variationtire proportion
of positive ratings (and thproportionis not 0 or 1) then
thereis more disagreementvithin subjectsthan between
subjects, and assumeghe minimum value of —1/(m-1).
Kk assumesthe value 0 when the observed rate of
agreemenis that expectedfrom chance.k assumesthe
value 1 when theres perfectagreemenaimongthe raters.
In this case,k =.352 and the standarderror is .0461.
Hence the ratio ok andthe standarderroris 7.64 andthe
hypothesis thak = 0 canbe strongly rejected. However,
while ak > .75 is considered excellent agreement, mrxd
.40 representsgood agreement,k =.352 is generally
considered poor agreemehtowever,it shouldbe pointed
out that when oneaterassigns‘cause”anda secondrater
assigns “don’t know”, this isn somesensenot an actual
disagreement.

We pooled the physicians opinions in three differgays.
One variable that representedthe physicians pooled
opinions wassum: for each questiothis wasthe sum of
the valuesrecordedby the physicians.A secondvariable
was Vote, which was calculatedin two steps: The first
step removeall of the “don’t know” answersandin the
secondstep, if a majority of the opinions left were
“causal”, the vote was “causal”, if a majority of the
opinions left were “not causal”, the vote wamt causal”;
and otherwise the vote was “don’t know”. The third



variable was Agree, which is more conservativethan
Vote: Agree is 1 if Sum is less than 7, Agise3 if Sum
is greaterthan 13, and otherwise Agree is 2. Table 2
showsthe results(wherelV algorithm= 0 if andonly if
the pair was not selected by the IV algorithm.)

Table 2
IV algorithm IV algorithm
Vote 0 1 Agree| O 1
1 9 4 1 5 3
2 0 2 2 6 4
3 6 3 3 4 2

Thesetablesindicate that “not causal” occursa smaller
percentagef the time amongthe pairs suggestedoy the
IV algorithm than amongthe pairs not suggestedy the
IV algorithm. However, a chi-squared statistical tafsthe
hypothesisthat being selectedby the IV algorithm is
independenbf Vote hasa p-valueof .197, and a test of
the hypothesishat being selectecby the IV algorithmis
independent of Agree has a p-vabfe.965. Fisher'sexact
test of the two independenciesjields similar results.
Neither of these is significant.

8 IMPROVING THE IV ALGORITHM

We usedtheseresultsto improve the IV algorithm by
changing it so that it does not select thosteredvariable
pairsthat the physicianswere most dubiouswere causal.
Among the pairs selectedby the IV algorithm, the pairs
that the physicians were most dubious alaashownin
Table 3.

There are a number abviously relevantfeaturesthat the
more dubiouspairs output by the IV algorithm havein

common. (In the following the values discretevariables
are for convenience encoded as integers.)

» 4 of the 5dubiouscausalrelationshavethe 4 lowest
scores.

» If the Bayesinformation Criterion were usedto score
the modelgatherthan the posteriorprobability, 2 of
the dubiouscausalrelations (the 2 with the lowest
scores) would not have beensuggestedby the
algorithm at all.

« All of the dubiouseffects containedcategorieswith
relatively few members:intravenousdrug use (33
have value 1), days since last discharge (38 vathe
0, 25 with value 1, 7 with value 2), chronic
obstructive pulmonary disease (45 with value 1),
prior hospitalization(136 with value 1), and chronic

obstructive pulmonary diseaseintensive care unit
admission (20 with value 1Yhis is in contrastwith
the effects chosen by the IV algorithm that the
doctorsagreedwith: myocardialinfarction (245 with
value 1), vomiting (594 with value 1), prior cough
(564 with value 1), and direutcome(261 with value
1.) It is possiblethat theselow counts either effect
the statisticaltests(asindicatedin the next item) or
that they arerare enoughthat doctorssimply are not

aware of actual causal relations.

Table 3
Cause Effect Vote | Agree | Sum

current intravenous drug | 2 2 10
employment | use (non-
status prescribed)
current chronic 3 3 15
employment | obstructive
status pulmonary disease
current days since last| 2 2 10
employment | discharge  from
status hospital
current prior 3 3 12
employment | hospitalization
status within 30 days
current history of chronic| 3 3 14
employment | obstructive
status pulmonary diseasq

requiring prior

admission to ICU

e When conducting statistical tests of th&sociatiorof
the cause withihe effect, on four of the five dubious
effects (intravenousdrug use, dayssincelast hospital
discharge, chroniobstructivepulmonarydiseaseand
a history of chronic obstructive pulmonary disease
requiring prior ICU admission) S-Plus issued a
warning that the chi-squareedst of independencenay
not be appropriate because the expected \&lsome
cells was less than 5. It did nissuethis warningon
any of the 4 non-dubious effects.

Another obvious feature that af the dubiouspairs have
in common is that the causeis current employment
status. However, examination of current employment
status revealednothing unusual about its distribution,
other than it had 4 categories, which is mibr@n most of

the variables in the database. In combinatidgi the low

counts in somef the categorief the dubious“effects”,

this produces statistical problenms testing dependencef

the “cause” and the “effect”.




Thesefeaturessuggestthat the performanceof the IV

algorithm could be improved by eliminating pairs of

variablesfor which the test of independencds dubious
because some expected cell sizes are lesthamd/orby
raising the score threshold of whatinsidereda positive
result for the algorithm.

Thereis a tradeoffherein changingthe output of the IV
algorithm to output fewer variable pairiis leadsto less
information being output. The algorithm is already
outputting relatively few pairs of variables, and the
suggested changes would output even fewer.

If the IV algorithm were modifiedn theseways, it would
chooseonly pairs of variablesthat the physicianswere
confident were causally related.

Becauseve have suggestedchangesto the algorithm in
responseto an examination of the data, we cannot
properlytest the algorithm on this dataset. We plan to
test the modified algorithm on other data sets.

9 APPENDIX: THE BACKGROUND
SECTION OF THE CAUSALITY
ASSESSMENT FORM

We are investigating statistical methodsthat attemptto
uncover causal relationships from medical data. As a
preliminary evaluationof thesemethods,we would very
much appreciateyour judgmentsof the 24 pairs below.
Some of the pairs were generatedtiy statisticalmethod
and some were obtained by other meamduding random
generation.The orderin which a pair appearshas been
randomized,so that the order containsno information
about how a pair was generated.

The following is an exampleof the formatin which the
pairs of variables are listed.

Example:

A. patient has a fever during hospital admission
B. patient dies within 30 days of admission
____ (1) Confident that A does causally influence B.

In this case please also indicate whether you are:

a. ___ Confident A and B also are being
influenced by a common cause.
b. __ Don't know whether A and B are
being influenced by a common cause.
c. ___ Confident A and B are not being
influenced by a common cause.
____(2) Don't know whether A causally influences B or
not.
____ (3) Confident that A does not causally influence B.

Thefirst line in the examplecontainsa purportedcausal
influence, which is always labeled as variable A. The
second line containthe purportedeffect, which is always
labeledas variable B. The remaininglines contain your
judgmentabout the actual relationshipbetweenthe two

variables; you should mark exactly one of the entries
labeled (1), (2), or (3). If you mark (1fhen pleasefurther
mark exactly one of (a), (b), or (c).

Note that we would say that fever "causally influences"
mortality, evenif fever actually preventsdeathwithin 30
days;that is, we counta variablethat either promotesor

suppressesanother variable as a causal influence.
Furthermore to say that fever causallyinfluences death
within 30 days doesnot meanthat it alone causally
influencesdeathwithin 30 days;simply that possibly in

conjunction with other conditions found the population
it causally influences death within 30 days.

In asking (for example)whetherfever causallyinfluences
death within 30 days, we mean to ask roughly:

If it were possible talo a randomizecclinical trial in
which the treatmentgroup were assignedio have a
fever inducedandthe control group were assignedo
have a normal temperature maintained, are you
confident that the number of deathghin 30 daysof
admission woulde significantly differentin the two
groups?

We realizethat it may not be practical,clinically useful,

or even ethical to experimentallytest some of the 24

relationships in thdist given below. We are askingyou,

however,to provide your best judgmentabout what the

relationshipwould be found to be, if such experiments
were done, hypothetically.

We also realize that the assessmentsve are
requestingleave matterssomewhatvague, such as your
confidencethat a relationshipis causalandyour estimate
of the strength of any relationship judged todagsal.We
believe that tespecify things too exactly would makefor
lengthy and somewhainintuitive assessmentsye would
like to initially obtain simple assessment®f causal
relations.

In forming your causal assessmentsassumea
population of patients in North America who have
community acquired pneumoniaand are being seen at
initial presentation.
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