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Abstract 

Background:  Malaria is a major cause of death in children under five years old in low- and middle-income countries 
such as Malawi. Accurate diagnosis and management of malaria can help reduce the global burden of childhood 
morbidity and mortality. Trained healthcare workers in rural health centers manage malaria with limited supplies of 
malarial diagnostic tests and drugs for treatment. A clinical decision support system that integrates predictive models 
to provide an accurate prediction of malaria based on clinical features could aid healthcare workers in the judicious 
use of testing and treatment. We developed Bayesian network (BN) models to predict the probability of malaria from 
clinical features and an illustrative decision tree to model the decision to use or not use a malaria rapid diagnostic test 
(mRDT).

Methods:  We developed two BN models to predict malaria from a dataset of outpatient encounters of children in 
Malawi. The first BN model was created manually with expert knowledge, and the second model was derived using 
an automated method. The performance of the BN models was compared to other statistical models on a range of 
performance metrics at multiple thresholds. We developed a decision tree that integrates predictions with the costs 
of mRDT and a course of recommended treatment.

Results:  The manually created BN model achieved an area under the ROC curve (AUC) equal to 0.60 which was sta-
tistically significantly higher than the other models. At the optimal threshold for classification, the manual BN model 
had sensitivity and specificity of 0.74 and 0.42 respectively, and the automated BN model had sensitivity and specific-
ity of 0.45 and 0.68 respectively. The balanced accuracy values were similar across all the models. Sensitivity analysis 
of the decision tree showed that for values of probability of malaria below 0.04 and above 0.40, the preferred decision 
that minimizes expected costs is not to perform mRDT.

Conclusion:  In resource-constrained settings, judicious use of mRDT is important. Predictive models in combination 
with decision analysis can provide personalized guidance on when to use mRDT in the management of childhood 
malaria. BN models can be efficiently derived from data to support clinical decision making.
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Background
Malaria is a mosquito-borne infectious disease that is a 
major cause of death in children under five years old in 
low- and middle-income countries (LMICs). Accurate 
diagnosis and management of malaria can help reduce 
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the burden of childhood morbidity and mortality in 
LIMCs. In Malawi, the overall prevalence of malaria in 
children under five is 24%, with the prevalence being as 
high as 48% in rural areas [1]. Among the several malar-
ial parasites, Plasmodium falciparum causes 98% of all 
malarial infections and all instances of severe illness and 
death in Malawi [1]. Management of childhood malaria 
in Malawi is provided at health posts and health centers 
that serve as primary healthcare facilities, district hos-
pitals that serve as secondary healthcare facilities, and 
central hospitals that serve as tertiary centers of care. 
Management of common childhood illnesses, such as 
malaria, is provided mainly at the health posts by com-
munity-based healthcare workers known as Health Sur-
veillance Assistants (HSAs), and at health centers that are 
staffed with HSAs and medical assistants. For the major-
ity of the population, health posts and health centers in 
rural areas serve as the primary sites of care [1].

Historically, in LMICs, presumptive treatment of 
fever with anti-malarial drugs was common. The cur-
rent standard for the management of childhood malaria 
is defined in a set of clinical guidelines developed by the 
World Health Organization (WHO) [2]. Based on these 
guidelines, a child presenting with fever and suspected of 
having malaria should have the diagnosis confirmed from 
a drop of blood using either microscopic examination or 
malaria rapid diagnostic test (mRDT) that rapidly detects 
antigens derived from malarial parasites. The mRDT is 
a useful and less expensive alternative to microscopy. In 
2010, Malawi adopted the WHO guidelines as national 
policy and instituted the use of mRDT for suspected 
malaria as standard practice. The WHO-recommended 
treatment for malaria caused by P. falciparum is arte-
misinin-based combination therapy (ACT) that com-
bines two active ingredients with different mechanisms 
of action. Malawi extensively uses ACT for the treatment 
of childhood malaria. Malawi has made significant efforts 
to provide community-based care for childhood malaria 
by adopting mRDT and ACT coupled with their national 
distribution, and these efforts have led to a decline in the 
disease burden [3]. However, several challenges remain 
that hinder the effective management of malaria in rural 
Malawi.

Health posts in rural Malawi are characterized by the 
limited availability of resources, unavailability of diag-
nostic testing facilities, and lack of clinicians [4]. In a 
study conducted in 2017 in Malawi, Klootwijk et  al. [5] 
reported a lack of microscopy facilities in the rural health 
centers that were surveyed. mRDTs and HIV tests are 
typically the only diagnostic tests available at the health 
posts and rural health centers [6]. Even so, mRDTs and 
ACT drugs are in limited supply in rural areas, especially 
during the malaria season. The Malawi Service Provision 

Assessment (SPA) survey reported that mRDTs are avail-
able only in 85% of the facilities. Hospitals, which are 
located in urban centers, have the highest proportion 
available (95%), and health posts, which are located in 
rural areas, the lowest (19%) [6]. Common reasons for 
stockouts include late and inaccurate reporting of sup-
plies, drug pilferage, and overprescribing of anti-malar-
ial and antibiotic drugs [4, 7]. As HSAs are encouraged 
to adhere to the WHO guidelines, the unavailability of 
mRDTs leads to one of three common responses at the 
health posts. The child may be referred to a secondary 
health center or a tertiary hospital; the HSA treats the 
child presumptively with ACT drugs if the child is febrile 
and the drugs are in stock; or in the worst case, the health 
post stays closed while mRDTs are out of stock. Often, 
the guardians of the child cannot arrange transportation 
to the referred site, and the child is not treated [5]. When 
available, mRDTs and ACT drugs are provided free of 
cost to patients at all healthcare facilities in Malawi. Data 
on the affordability of drugs shows that a single course of 
treatment is unaffordable for a major part of the popu-
lation [8]. This can be a problem if the guardians are 
advised to purchase ACT drugs on the market when the 
drugs are unavailable at the healthcare facilities. Given 
the high volume of patients and increasing non-adher-
ence to traditional paper-based management guidelines 
[9], it is imperative to provide support to the healthcare 
workers for accurate diagnosis and treatment with sus-
tainable resource use.

Technological advances can help tackle some of the 
above challenges. The promise of artificial intelligence 
and statistical models for healthcare in LMICs has 
recently begun to see the light [10]. While clinical deci-
sion support systems that use statistical models are 
available in high-income countries, the transfer of these 
technologies to LMICs is impractical due to the unique 
challenges in resource-constrained countries. The dis-
tinct needs, diseases, demographics, and standards of 
care in LMICs call for a different approach to personal-
ized and affordable medicine by adopting tools specifi-
cally designed for use in these areas [11]. Prior attempts 
to develop clinical decision support in Malawi have 
focused on implementing electronic versions of existing 
guidelines rather than personalized evidence-based algo-
rithms [12, 13]. There is a significant lack of diagnostic 
support for the healthcare workers in these applications.

A recent review of electronic clinical decision algo-
rithms (eCDAs) in LMICs identifies the lack of effec-
tive, integrated diagnostic tools as a contributing factor 
to childhood morbidity and mortality [13]. In addition 
to better diagnosis of diseases and support for rational 
use of drugs, the review identifies components of an 
eCDA that are crucial to close gaps in the primary care 
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management systems in low-resource countries. These 
include algorithms for specific regions, openly available 
evidence-based content, automated data collection for 
monitoring and evaluation, and syndromic-based sur-
veillance systems [13]. One promising type of model that 
can be used for the diagnosis of diseases using data is the 
Bayesian network (BN). A BN probabilistically models 
associations between variables such as a disease and its 
clinical features [14, 15], and can be used to predict the 
presence of the disease. BN models have been developed 
to aid diagnosis and risk assessment in many diseases 
[16–20], and a wide range of algorithms are available that 
automatically learn BN models from data [21–23].

Our long-term goal is to implement a clinical decision 
support system for childhood malaria in Malawi to aid in 
the management of malaria, especially where mRDT is 
unavailable or in limited supply. In this study, we derived 
several BN models to predict childhood malaria from 
data obtained from Malawi, and we compared them to 
other commonly used statistical models. Further, we pro-
vide an illustrative decision analysis that integrates pre-
dictions from our BN models with the costs of available 
alternatives for management.

Materials and methods
We first describe the Malawi Service Provision Assess-
ment (SPA) [6] dataset, followed by the methods for the 
development and evaluation of BN models and the com-
parison of other statistical models. Finally, we describe 
the details of the decision tree that we developed for 
decision analysis.

The SPA dataset
The SPA survey was conducted between July 2013 and 
February 2014 by the Ministry of Health of Malawi, 
with support from the Demographic and Health Surveys 
(DHS) Program, to assess the status of health facilities 
and quality of healthcare in Malawi. Data were collected 
from 1,060 facilities comprised of 97 hospitals, 489 health 
centers, 55 dispensaries, 369 clinics, and 28 health posts 
across three major regions in the country, and are repre-
sentative at the national level by facility type and manag-
ing authority [6]. These data have been used previously 
in studies to assess the quality of care and treatment for 
pneumonia in Malawi [24] and are freely available from 
the DHS program [25].

The survey dataset contains observations on 3,441 
encounters with children aged 2 to 59 months presenting 
to an outpatient healthcare facility. For each encounter, 
the data contains demographic details (age, date of birth, 
and sex), clinical features (duration of illness, fever, diar-
rhea, anemia, etc.), mRDT result (if available), and the 
provider’s diagnosis.

Data preprocessing
We assumed the result of the mRDT that is recorded in 
the dataset to be the gold standard malaria diagnosis. 
The mRDT has high sensitivity and specificity (0.997 
and 0.995 respectively) for the diagnosis of malaria [26] 
and is recommended for confirmation of disease by both 
the WHO and Malawi’s malaria management guidelines 
[27]. Thus, if the mRDT result was positive, we consid-
ered malaria to be present, and if the test result was nega-
tive, we considered malaria to be absent. This variable is 
referred to as ‘malaria’ or ‘malaria diagnosis’ in the fol-
lowing sections.

While it would have been ideal to have the mRDT 
result for each encounter in the dataset, this is not the 
case. Of the 3,441 encounters, an mRDT result was 

Table 1  Variables and values that were included in the models

Variable Values

Target variable

Malaria Present

Absent

Predictor variable

Age Less than 2 months

2–12 months

13–24 months

25–60 months

Over 60 months

Unknown

Duration of illness Less than or equal to 2 days

3–15 days

16–30 days

Over 30 days

Unknown

Conscious Yes

No

Unknown

Anemia Present, Absent, Unknown

Convulsions Present, Absent, Unknown

Cough or difficulty breathing (CDB) Present, Absent, Unknown

Diarrhea  Present, Absent, 
Unknown

History of fever  Present, Absent, 
Unknown

Fever (temperature > 37.5 °C)  Present, Absent, 
Unknown

Lethargy Present, Absent, Unknown 

Malnutrition  Present, Absent, 
Unknown

Unable to feed  Present, Absent, 
Unknown

Vomiting  Present, Absent, 
Unknown
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recorded for only 1,139 encounters, and we restricted 
our analyses to only these encounters. Table  1 shows 
the variables that we identified to include for mode-
ling. These variables were chosen based on their inclu-
sion in childhood illness management guidelines [2] as 
well as on expert domain knowledge. Two of the vari-
ables are continuous (age and duration of illness), and 
the remaining variables are categorical. We discretized 
the continuous variables since the BN algorithms we 
used are designed for discrete variables. We discre-
tized age by months (< 2, 2–12, 13–24, 25–60, > 60) 
based on the varying epidemiology of the disease in 
children of different ages. We discretized the duration 
of illness by the number of days, as shown in Table 1. 
Every predictor variable had one or more missing val-
ues, and we denoted them with a special value called 
‘Unknown’. Thus, we explicitly modeled the absence of 
data. The target variable, malaria, is binary, taking the 
values ‘Positive’ or ‘Negative’ that represent the mRDT 
result.

Bayesian network models
A BN model is a probabilistic graphical model that is 
specified by a graphical structure and a set of numeri-
cal parameters [14]. The graphical structure consists of 
nodes representing variables and arcs denoting associa-
tions between pairs of variables. In this paper, we use 
nodes and variables interchangeably. Each node in the 
network has an accompanying conditional probability 
table that constitutes the parameters of the node. A BN 
model can be used as a classifier where the model pro-
vides the posterior probability distribution of a target 
node (such as a disease diagnosis) given the values of 
all other nodes (such as clinical features) in the network 
[23]. Several approaches are available to construct a BN 
model. In the first approach, both the structure and the 
parameters are specified manually using expert knowl-
edge. In the second approach, the structure is specified 
manually, and the parameters are estimated from data. 
In a third approach, both the structure and parameters 
are automatically estimated from data; a variety of algo-
rithms have been developed to automatically derive 
BN models in this way. In this study, we used the sec-
ond and third approaches to develop two BN models 
for the prediction of malaria using the GeNIe Modeler 
tool [28] from the variables listed in Table  1. For the 
first model (manual model), we manually specified the 
structure based on domain knowledge and computed 
the parameters of each node using the GeNIe Modeler. 
For the second model, we used the GeNIe Modeler to 
automatically derive the structure of a Tree Augmented 
Naïve Bayes model (described later) and the parameters 

of each node in the model. For both models, we used 
the GeNIe Modeler to compute the parameters of each 
node from the dataset by estimating the conditional 
probability distribution of the node given the values of 
its parent nodes [23].

Manual model
Based on domain knowledge of malaria from experts and 
the literature, for the manual model, we modeled clinical 
features as conditionally independent of each other given 
malaria. Specifically, a clinical feature that was a symp-
tom or a sign was represented as a child of the malaria 
node to create a Naïve Bayes-like structure. A feature that 
was not a sign or a symptom was represented as a par-
ent of the malaria node. For example, a sign such as con-
vulsions was represented as a child of malaria with the 
arc directed from malaria to convulsions. This encodes 
clinical knowledge that malaria can cause convulsions. 
As another example, age was represented as a parent of 
malaria, with the arc directed from age to malaria. This 
denotes knowledge that younger children may be more 
vulnerable to contracting malaria than older children. In 
a Naïve Bayes disease model, each sign or symptom node 
has a single incoming arc from the disease node with no 
arcs among them.

Tree Augmented Naïve Bayes model
While the manual model is simple and interpretable, the 
conditional independence assumption may be overly 
simplistic. Hence, we developed a second model by 
automatically deriving a Tree Augmented Naïve Bayes 
(TAN) model using the GeNIe Modeler. The TAN model 
extends the Naïve Bayes model by allowing arcs among 
child nodes [21]. For example, in a Naïve Bayes model, 
diarrhea and convulsions are linked only by incoming 
arcs from the malaria node, while in the TAN model, an 
additional arc may be included from diarrhea to vomiting 
that implies vomiting is associated with both malaria and 
diarrhea. The TAN algorithm in GeNIe Modeler enables 
efficient learning of both the structure and the parame-
ters of a TAN model.

Comparison models
For comparison with the diagnostic predictions of BN 
models, we derived several commonly used statistical 
models, including logistic regression and random for-
est, to predict malaria. Instead of discretizing the con-
tinuous variables, age and duration of illness, we scaled 
them so that the values had unit variance; when a vari-
able had missing values, we imputed its value as the 
mean of its non-missing values. We treated the categor-
ical variables in the same way as for the BN models. We 
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derived and evaluated the models using the scikit-learn 
library [29] in Python. The logistic regression model 
was derived using the L2 penalty, and the value of the 
regularization hyperparameter was determined using a 
search over seven possible values (0.001, 0.01, 0.1, 1, 10, 
100, 1000). The hyperparameters (and the values over 
which the search was performed) for the random forest 
model included the number of trees in the forest (100, 
200, 500), a criterion for the split (“gini”, “entropy”), 
maximum depth of the tree [4–8], and the number of 
features (square root of total features, log of total fea-
tures, total features).

Derivation and evaluation
We derived and evaluated the manual BN, TAN, logis-
tic regression, and random forest models using tenfold 
cross-validation. The dataset was divided into 10 folds, 
stratified on malaria diagnosis. Over 10 iterations, each 
fold was used as a test set in turn, and the remaining 
folds were combined to form the training set. For the 
manual BN model, we estimated the parameters of the 
model using tenfold cross-validation while the struc-
ture was fixed across all iterations. For the TAN model, 
we estimated both the structure and parameters using 
tenfold cross-validation. For the logistic regression and 
random forest models, during each iteration of cross-
validation, the hyperparameters were chosen using the 
training set.

During each iteration of cross-validation, we applied 
the models to predict the probability of malaria in the test 
set. Using these predictions, we computed the area under 
the Receiver Operating Characteristic curve (AUC). The 
AUC value indicates the diagnostic discrimination per-
formance of the model, where perfect performance has 
an AUC of 1. Then, we converted the probability into a 
binary prediction of malaria present or absent by using 
two probability thresholds, including the default thresh-
old of 0.5 and an optimal threshold obtained by maximiz-
ing the Youden Index. The threshold that maximizes the 
Youden Index is the threshold that optimizes the model’s 
ability when equal weight is given to sensitivity and spec-
ificity [30]. With the binary predictions, we computed 
balanced accuracy (BAC), sensitivity, specificity, and the 
net reclassification improvement (NRI) at both thresh-
olds. BAC is the average of sensitivity and specificity and 
is more useful than accuracy when the proportion of the 

target values are imbalanced. NRI quantifies how well a 
new model correctly reclassifies children with and with-
out malaria compared to a baseline model [31]. NRI is 
computed as:

(sensitivity of new model − sensitivity of baseline 
model) + (specificity of new model − specificity of base-
line model).

For statistical comparisons, we used the DeLong’s 
test to compare AUCs of two models [32], the paired 
two-sample Wilcoxon test to compare BACs of a pair of 
models [33], and McNemar’s Chi-Square test to compare 
sensitivities and specificities of two models [33].

Decision tree development
To conserve the use of mRDT in a resource-constrained 
setting like a rural health post in Malawi, we developed a 
decision tree to compare the consequences of using and 
not using the mRDT. The decision tree integrates the prob-
ability of having malaria (that is obtained from a predictive 
model) with the costs of testing and treatment and identi-
fies the optimal decision (relative to a set of probabilities 
and utilities) − to use mRDT or not − in a specific patient.

The decision tree that we developed is shown in Fig.  1 
and uses a standard approach to model sequential deci-
sions [34]. The decision is driven by the expected costs of 
testing and treatment that are denoted by ‘mRDT?’ and 
‘Treat?’ nodes. We calculated the expected cost of the 
[mRDT? = no] branch using the probability of malaria from 
a predictive model and costs associated with each decision 
as

In Fig. 1, P(malaria+|F) is the probability that malaria is 
present given the clinical features of the patient. P(malaria-
|F) is the probability that malaria is absent given the fea-
tures. The costs (shown in the hexagons) in the decision 
tree are from the perspective of a payer of healthcare 
costs, such as the government of Malawi, and depend on 
the resources used, including mRDT and ACT drugs. We 
used the following costs based on the literature: an mRDT 
costs US $0.60 [8] and a course of ACT for uncomplicated 
malaria costs US $1.00 [35]. We estimated the cost of mis-
takenly not treating a child with malaria at US $16.60 based 
on the assumption that the cost may go up to 10 times the 
cost of mRDT and ACT drugs for uncomplicated malaria if 
the untreated disease becomes severe, resulting in hospital 
admission.

We computed the expected cost of the [mRDT? = yes] 
branch as.

Expected cost of [mRDT? = no] = min(1.0*P(malaria+|F) + 1.0*P(malaria-|F), 16*P(malaria+|F)).
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where

Expected cost of [mRDT? = yes] = P(mRDT+|F)*(Expected Cost of [Treat?] when mRDT+)

+ P(mRDT-|F)*(Expected Cost of [Treat?] when mRDT-),

Expected cost of [Treat?] when mRDT+ = min(1.6*P(malaria+|mRDT+,F)

+1.6*P(malaria-|mRDT+,F), 16.6*P(malaria+|mRDT+,F)

+ 0.6*P(malaria-|mRDT+,F)),

Fig. 1  Illustrative decision tree that integrates predictions from a model with example costs. Malaria+ and malaria- represent malaria present and 
absent respectively, F refers to clinical features of the patient, and C is the associated cost
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and

In the above equations, P(malaria+|mRDT+, F) is 
the probability of malaria being present given that the 
mRDT result is positive and the clinical features of 
the patient, and P(malaria-|mRDT−, F) is the prob-
ability of malaria being absent given that the mRDT 
result is negative and the clinical features of the patient. 
P(mRDT+|F) and P(mRDT-|F) represent the prob-
abilities of mRDT being positive or negative, respec-
tively, given the clinical features of the patient. These 
probabilities are obtained from a model such as the 
manual BN model and are assumed to be equal to 
P(malaria+|F) and P(malaria-|F) respectively. We have 
assumed that a positive result on the mRDT is equiv-
alent to the child having malaria since the test is so 
accurate.

We also performed a sensitivity analysis to determine 
how dependent the strategy selection is on the prob-
ability of malaria. We varied the probability of malaria, 
P(malaria+|F) or P(mRDT+|F), from 0 to 1 and calcu-
lated the expected costs of using and not using the mRDT 
to determine the probability ranges in which a child may 
be treated based on clinical features alone without per-
forming mRDT in order to minimize cost.

Results
In this section, we discuss the characteristics of the SPA 
dataset, followed by a description of the BN models. 
We compare the predictive performance of all the mod-
els developed. Finally, we present the sensitivity analysis 
based on the decision tree.

Characteristics of the dataset
The dataset that we used for modeling contains 1,139 
encounters, 13 predictor variables, and the target variable 
(see Table 2). Malaria was present in 415 (36.4%) of the 
encounters. The most common age category of the chil-
dren was from 24 to 60 months (35.7%). The duration of 
illness varied from 0 days to over 30 days, although the 
duration period of 0 to 2  days was the most common 
(51.7%). The most common clinical features were a his-
tory of fever (69.3%) and CDB (62.8%) followed by vom-
iting (29.1%) and diarrhea (26.3%). The percentage of 
‘Unknown’ values ranged from 0 to 6.4%, with a history of 
fever having the highest percentage missing and anemia 
and malnutrition having the lowest.

Expected cost of [Treat?] when mRDT- = min(1.6*P(malaria+|mRDT-,F)

+1.6*P(malaria-|mRDT-,F),16.6*P(malaria+|mRDT-,F)

+ 0.6*P(malaria-|mRDT-,F)).

Description of Bayesian network models
The manual BN model is shown in Fig. 2. The model con-
tains 14 nodes with 13 arcs. The variables duration of ill-
ness and age are modeled as parents of the malaria node, 
while the clinical features are modeled as children of the 
malaria node.

The TAN model is shown in Fig.  3 and was derived 
from the full dataset. The model contains 14 nodes and 
25 arcs. The 7 red arcs in the model indicate associations 
of high strength of influence. The strength of influence 
of an arc in the TAN model measures the Euclidean dis-
tance between the conditional probability distributions 
of the nodes linked by that arc [36]. These included asso-
ciation of [1] consciousness with anemia, fever (by tem-
perature), and CDB, [2] lethargy with convulsions and 
inability to feed, [3] inability to feed with age, and [4] 
diarrhea with vomiting.

Performance of models
Table  3 provides a summary of the performance values 
of all models obtained from tenfold cross-validation at 
the default threshold of 0.5 and the optimal threshold 
obtained from maximizing Youden’s Index. See Addi-
tional File 1 for additional details, including the confu-
sion matrices, receiver operating characteristic (ROC) 
curves, and p values from statistical tests.

Our experiments yielded AUCs of 0.57 (logistic regres-
sion, random forest) to 0.60 (manual BN). The manual 
BN model had statistically significantly better AUC com-
pared to the other models (p < 0.05, p < 0.05, p < 0.05 using 
the DeLong test for all comparisons).

The manual BN model had the highest BAC at both 
thresholds (0.56 at the default threshold and 0.58 at the 
optimal threshold). The manual BN model’s BAC at the 
default threshold was statistically significantly better 
when compared to the other models (p < 0.006, p < 0.049, 
p < 0.027 using the paired Wilcoxon test for all compari-
sons). However, at the optimal threshold, the manual 
BN model’s BAC was not statistically significantly better 
(p = 0.846, p = 0.375, p = 0.769 using the paired Wilcoxon 
test for all comparisons).

The manual BN model had the highest sensitivity at 
both thresholds (0.32 at the default threshold and 0.74 
at the optimal threshold) and these values were statisti-
cally significantly better compared to the other models 
(p < 0.001, p < 0.001, p < 0.001 using the McNemar’s Chi-
Square test at both thresholds for all comparisons). The 
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Table 2  Summary of the dataset

Variable Number of encounters (%) Number of encounters (%) Number of encounters (%)
Malaria: present (N = 415) Malaria: absent (N = 724) Total (N = 1139)

Predictor variable
Age (in months)

 2–12 103 (24.82) 276 (38.12) 379 (33.27)

 12–24 117 (28.19) 177 (24.45) 294 (25.81)

 24–60 178 (42.89) 229 (31.63) 407 (35.73)

 Other 6 (1.45) 15 (2.07) 21 (1.84)

 Unknown 11 (2.65) 27 (3.73) 38 (3.34)

Duration of illness (in days)

  ≤ 2 214 (52.57) 375 (51.80) 589 (51.71)

 3 to 15 186 (44.83) 316 (43.65) 502 (44.07)

 15 to 30 5 (1.20) 6 (0.83) 11 (0.97)

 Unknown 10 (2.41) 27 (3.73) 37 (3.25)

Conscious

 Yes 397 (95.66) 679 (93.78) 1076 (94.47)

 No 4 (0.96) 8 (1.10) 12 (1.05)

 Unknown 14 (3.37) 37 (5.11) 51 (4.48)

 Anemia

 Present 38 (9.16) 55 (7.60) 93 (8.17)

 Absent 377 (90.84) 669 (92.4) 1046 (91.83)

 Unknown 0 0 0

Convulsions

 Present 20 (4.82) 35 (4.83) 55 (4.83)

 Absent 386 (93.01) 661 (91.30) 1047 (91.92)

 Unknown 9 (2.17) 28 (3.87) 37 (3.25)

Cough or difficulty breathing (CDB)

 Present 258 (62.17) 457 (63.12) 715 (62.77)

 Absent 143 (34.46) 230 (31.77) 373 (32.75)

 Unknown 14 (3.37) 37 (5.11) 51 (4.48)

Diarrhea

 Present 109 (26.27) 190 (26.24) 299 (26.25)

 Absent 297 (71.57) 506 (69.89) 803 (70.50)

 Unknown 9 (2.17) 28 (3.87) 37 (3.25)

Fever (temperature > 37.5 C)

 Present 148 (35.66) 159 (21.96) 307 (26.95)

 Absent 248 (59.76) 523 (72.24) 771 (67.69)

 Unknown 19 (4.58) 42 (5.80) 61 (5.36)

History of fever

 Present 313 (75.42) 476 (65.75) 789 (69.27)

 Absent 78 (18.80) 199 (27.49) 277 (24.32)

 Unknown 24 (5.78) 49 (6.77) 73 (6.41)

Lethargy

 Present 97 (23.37) 131 (18.09) 228 (20.02)

 Absent 309 (74.46) 566 (78.18) 875 (76.82)

 Unknown 9 (2.17) 27 (3.73) 36 (3.16)

Malnutrition

 Present 6 (1.45) 5 (0.69) 11 (0.97)

 Absent 409 (98.55) 719 (99.31) 1128 (99.03)

 Unknown 0 0 0
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Table 2  (continued)

Variable Number of encounters (%) Number of encounters (%) Number of encounters (%)
Malaria: present (N = 415) Malaria: absent (N = 724) Total (N = 1139)

Unable to feed

 Present 59 (14.22) 78 (10.77) 137 (12.03)

 Absent 347 (83.61) 619 (85.50) 966 (84.81)

 Unknown 9 (2.17) 27 (3.73) 36 (3.16)

Vomiting

 Present 132 (31.81) 199 (27.49) 331 (29.06)

 Absent 274 (66.01) 496 (68.52) 770 (67.60)

 Unknown 9 (2.17) 29 (4.02) 38 (3.34)

Fig. 2  The manual BN model

Fig. 3  The TAN model derived from the full dataset. The arcs with high strength of influence are colored red
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random forest model had the highest specificity at the 
default threshold (0.97) that was statistically significantly 
better than the specificities of the other models (p < 0.001, 
p < 0.001, p < 0.001 using the McNemar’s Chi-Square test 
for all comparisons) while the TAN model had the high-
est specificity at the optimal threshold (0.68) that was 
statistically significantly better than the specificities of 
the other models (p < 0.001, p < 0.001, p < 0.001 using the 
McNemar’s Chi-Square test for all comparisons).

We computed the NRI of TAN, logistic regression, 
and random forest models compared to the manual BN 
model. Based on commonly used benchmarks for NRI 
[31], there is no improvement in any of the models com-
pared to the manual BN model (NRI < 0.2).

Sensitivity analysis
Figure 4 presents the sensitivity analysis of the decision 
tree that is shown in Fig. 1. We varied the probability of 
malaria given the patient findings (x-axis) and computed 
the expected cost that is plotted on the y-axis. The black 
and blue lines represent the expected cost of not obtain-
ing and obtaining mRDT (the two branches labeled “no” 
and “yes” that originate from ‘mRDT?’ in the decision 

tree), respectively. For the decision of not obtaining 
mRDT, as the probability of having malaria increased, 
the expected cost increased and then became constant 
at US $1.00 at probability 0.0625 and above. And, for the 
decision of obtaining mRDT, as the probability of hav-
ing malaria increased, the expected cost increased, and 
at probability 0.40, this cost surpassed the cost when 
not obtaining the test. Based on this analysis, when the 
probability of having malaria is between 0.0 and 0.04 or 
between 0.40 and 1.00 (Fig. 4), the preferred decision is to 
forego the test. This is an illustrative analysis to demon-
strate judicious use of mRDT in a resource-constrained 
setting where the availability of mRDT is limited. See 
Additional File 1 for examples of computing the expected 
costs.

Discussion
The current practice for the management of malaria in 
children involves the use of mRDT and a course of ACT 
for a child presenting with fever. With the limited avail-
ability of both mRDTs and ACT drugs in rural health 
centers in Malawi and other LMICs, a more sustainable 
strategy for judicious use of these resources is needed. 
We developed predictive models that computed the 
probability of malaria based on clinical findings and 
developed a simple decision tree to determine the opti-
mal use of mRDT based on the probability of malaria.

To the best of our knowledge, this is the first study 
to develop BN models for the prediction of childhood 
malaria in Malawi, which serves as an example of an 
LMIC. We derived two BN models, including a manu-
ally specified model and an automatically derived TAN 
model. We compared the performance of the BN mod-
els to that of logistic regression and random forest 
models. The manual BN model achieved the highest 
AUC, BAC, and sensitivity values at both the default 
and optimal thresholds. The logistic regression and 
random forest models exhibited low sensitivity values 
at the default threshold; however, the values improved 
when using the optimal threshold. The random forest 

Table 3  Performance of the models computed using tenfold cross-validation

Performance metric Threshold Manual BN TAN Logistic regression Random forest

Area under ROC curve (AUC) – 0.60 0.58 0.57 0.57

Balanced accuracy (BAC) Default 0.56 0.53 0.50 0.50

Sensitivity Default 0.32 0.22 0.07 0.03

Specificity Default 0.80 0.84 0.93 0.97

Balanced accuracy (BAC) Optimal 0.58 0.57 0.57 0.57

Sensitivity Optimal 0.74 0.45 0.59 0.52

Specificity Optimal 0.42 0.68 0.55 0.62

Fig. 4  Sensitivity analysis for the decision tree shown in Fig. 1. The 
probability of malaria is plotted on the x-axis and the expected costs 
on the y-axis
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model had the highest specificity at the default thresh-
old, while the TAN model achieved the highest speci-
ficity at the optimal threshold. Between the BN models, 
the TAN model using the optimal threshold with higher 
specificity might be preferred for the classification 
of malaria in a resource-constrained setting to enable 
judicious use of the mRDT for diagnosis. However, the 
manual BN model using the optimal threshold with 
higher sensitivity could avoid the high costs resulting 
from untreated disease.

The BN models provide several advantages over the 
current malaria management approach. Fever alone has 
been found to be a poor indicator of childhood malaria 
[37], and CDB, anemia, malnourishment, and diarrhea 
have been found to be associated with an increased 
likelihood of malaria [38, 39]. Since the BN models 
capture associations in addition to the main ones, such 
as between fever and malaria, they are more accurate 
than estimates that are based on a single feature [40]. 
The manual BN model is simple and interpretable with 
good performance on several metrics compared to 
TAN and the other models. Simpler models are easier 
to interpret and may be preferred for clinical use if their 
performance is similar or vary only slightly from that 
of more complex models [16]. Further, during applica-
tion, BN models can compute predictions even if some 
of the values of the predictors are missing, though in 
our study we chose to model missing values explicitly 
as a special value. In clinical data, missingness can be 
informative, and modeling the missingness explicitly 
has been shown to improve performance in BN classi-
fiers [41].

Integration of the probabilities obtained from a pre-
dictive model, such as a BN model, with the costs of 
resources such as tests and drugs in a decision tree can 
provide the basis of optimal decision making at rural 
health posts. In the example decision tree that we used 
(see Fig. 1), we included illustrative costs of mRDT tests 
and ACT drugs. For values of probability of malaria 
below 0.04 and above 0.40, sensitivity analysis indi-
cates that the mRDT test can be omitted to minimize 
expected costs. Thus, accurate estimation of the prob-
ability of malaria based on clinical features can lead to 
judicious use of mRDT, conserving the test for children 
whose probability of malaria based on clinical features 
is intermediate (between 0.04 and 0.40). This implies 
that at probabilities below 0.04 the decision to not treat 
and at probabilities above 0.40 the decision to treat can 
be made with high confidence without an mRDT, and 
the mRDT is most useful at probabilities in the range 
0.04 to 0.40. The decision tree in this paper includes 
illustrative costs of resources, and it is designed to 
optimize the judicious use of those resources from the 

viewpoint of the payer of healthcare; however, it is pos-
sible to model costs that include other considerations 
and perspectives.

As Malawi has an emerging Electronic Medical Record 
System  [42, 43], one possibility is to integrate the BN 
model to provide the probability of malaria to healthcare 
workers such as HSAs at the point of care to enable them 
to use mRDT more judiciously.

Limitations
There are several limitations to our study. The dataset 
that we used was derived from the SPA survey, and our 
choice of variables was constrained by the information 
collected in the survey. For example, the survey did not 
include details, such as the immunization and HIV sta-
tus of the children, which are important for determining 
the risk of malaria. Additionally, the proportion of chil-
dren with malnutrition in the data was much less than 
the reported prevalence in the country, which suggests 
that this variable might have been underreported [44]. 
Information about prior exposure to anti-malarial drugs 
would also be useful but was not collected in the survey. 
Thus, there may exist latent associations among variables 
that were not captured in our models.

We believe that the choice of using the mRDT result 
as the gold standard diagnosis is a reasonable approach 
given the dataset and the WHO reported high sensitivity 
and specificity of the test. As the type of mRDT and pro-
cedure of the test was not made available with the data-
set, we cannot verify the reported outcome. We removed 
the encounters that did not include an mRDT result, 
which reduced the number of encounters substantially. A 
smaller dataset limits the reliability of the parameter esti-
mates in all models, including the BN models. Further, 
the selected dataset may yield biased predictions that 
are not representative of the outcomes in the remainder 
of the dataset. However, this is the only dataset that we 
know of with both gold standard diagnosis and clinical 
features of childhood malaria available. While this study 
developed and validated the models with the same data-
set (using a cross-validation design), external validation 
with appropriate feedback from the healthcare providers 
in Malawi would be valuable to guide the next steps to 
refine the model for clinical use.

The decision analysis considered only the costs of tests 
and ACT drugs. The analysis also assumes that if the dis-
ease becomes severe, then treatment is provided, albeit, 
at a higher cost. Additional costs and preferences based 
on the local needs can be incorporated in the decision 
tree for more sophisticated decision analysis to make it 
more applicable for clinical use. The analysis can be also 
be extended to include several outcomes in the case of 
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progression of the disease to severe complicated malaria 
and death [8].

Conclusions
Current clinical guidelines for the management of child-
hood malaria in LMICs such as Malawi are based on 
WHO guidelines that require that a child receive a con-
firmatory diagnosis based on microscopy or  mRDT 
before deciding to put the child on a course of ACT. 
However, in resource-constrained settings, mRDT and 
ACT drugs may not always be available. Thus, a clini-
cal decision support system that provides personalized 
guidance on when to use mRDT could aid the healthcare 
worker in conserving the use of mRDT.

We used clinical features from a publicly available data-
set to derive models that predict malaria in an LMIC set-
ting. Integration of predictions with costs of resources, 
such as mRDTs and ACT drugs, in a decision tree pro-
vides a way to model the rationale use of those resources. 
The application of such models at the point of care will 
require the development of clinical decision support that 
can provide nuanced guidance for the personalized man-
agement of childhood malaria.
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