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Abstract

The usability and safety of health information systems have become major issues in the design and implementation of useful healthcare IT. In this paper we describe a multi-phased multi-method approach to integrating usability engineering methods into system testing to ensure both usability and safety of healthcare IT upon widespread deployment. The approach involves usability testing followed by clinical simulation (conducted in-situ) and “near-live” recording of user interactions with systems. At key stages in this process, usability problems are identified and rectified forming a usability and technology-induced error “safety net” that catches different types of usability and safety problems prior to releasing systems widely in healthcare settings.
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Introduction

Ensuring the usability and safety of healthcare IT is essential in order to lead to successful adoption of healthcare IT. In recent years, the issue of poor usability of many healthcare IT systems has come to the fore [1,2]. Indeed, in healthcare there are continued reports of end user dissatisfaction with systems and reports of serious usability problems. In addition, implementation failures due to usability issues and negative impacts of some systems on clinical workflow continue to be reported [3]. In recent years, poor usability has also been closely linked with the occurrence of technology-induced error. Technology-induced errors have begun to be studied more widely in health informatics and represent a class of errors that emerge when IT is deployed and used in complex healthcare settings [4]. Such errors are difficult to find using traditional software testing methods (e.g. white- and black-box testing) and in many cases are only detectable (given conventional testing methods) when healthcare IT is operational in real healthcare contexts [4].

Many different approaches have been proposed and applied for testing the usability of systems and for evaluating their impact on patient safety. Each method has its advantages and disadvantages. For example, basic usability testing can be used to detect surface level usability problems with healthcare IT but may not be sufficient to assess how a system affects clinical workflow (e.g. real patient encounters) or complex clinical decision making and reasoning. In contrast, methods such as clinical simulation may allow for analysis of the impact of systems on clinical work activities but may not detect basic usability problems. Therefore, a multi-method approach may be needed to ensure system usability and safety prior to release. Furthermore, integrating different methods in a multi-phase approach holds promise for obtaining the full benefits of the different methods. In this paper we will describe a methodological framework for developing a “safety net” approach to detecting and rectifying usability problems and potential technology-induced error prior to widespread release of healthcare IT. It will be argued that the methods described in this paper need to be considered not only in the context of system design (e.g. during one-time design of vendor-based systems), but also in subsequent implementation of commercial systems (e.g. implementation of vendor products, such as electronic health records (EHRs) in hospital settings). As will be described, the methodological approach outlined in this paper has been successfully applied to both improving the design of healthcare IT developed by developers and vendors, as well as assessing the usability and safety of completed healthcare IT deployed in healthcare organizations.

Methods

A process for testing healthcare IT was developed by the authors and involves several phases described below. In the first phase, rapid low-cost usability testing is conducted. Video recording is used to collect data on typical user interactions, where users are recorded while carrying out representative tasks using a system under study [5]. Analysis of the resultant video data is facilitated by using principled coding schemes and computer coding tools. This is followed by a phase of testing under simulated conditions (i.e. by applying clinical simulation methods). Where possible, this is then followed by testing of live, or near-live clinical interactions, where users are observed under close-to-real or real conditions and settings [6]. After fixing errors and problems detected at each of these stages, the system is eventually released for widespread deployment.

The authors have employed the approach described above in the design and development phases of the system life cycle as well as for testing and modifying vendor-based systems that were purchased by healthcare organizations prior to their widespread deployment. The intent is to form in essence a usability and error detection “safety net” that can catch different types of usability problems and errors before a system is released on a widespread basis. Details of our methodological approach are described below.
Phase 1. Low-Cost Rapid Usability Testing

The detection of major surface level usability problems is key to ensuring overall system usability and safety, and although not sufficient on its own to ensure system safety, it is a critical first stage. An approach we have developed and applied is termed “low-cost rapid usability engineering” [5]. Using this approach, free or low-cost screen recording software is installed on computers used in the testing. Participants (e.g., health professionals, patients etc.) are asked to carry out representative tasks using the system under study. The interactions of the study participants are recorded (i.e. screen recording, audio recording and video recording of physical actions) in their entirety. Participants may also be asked to “think aloud” or verbalize their thoughts while interacting with the system. Approaches may include collecting user interaction data (e.g. computer screen interactions as movie files) along with audio of participant verbalizations. This approach to usability testing has been used in many studies and in our approach constitutes the first phase of the “safety net.”

Phase 2. Error Correction from Usability Testing

The data collected in Phase 1 consists of digital screen recordings of one or more users (i.e. study participants) interacting with a system under study while verbalizing their thoughts [7]. One approach to accelerating the process of analyzing this data has been to use predefined coding schemes, such as the one developed by the authors that provides categories of commonly detected usability issues [8]. Such schemes (in conjunction with video coding tools) allow for replay of the video data and coding of that data for key usability problems in close to real-time [5]. Identified usability problems are prioritized and presented to the development or implementation team in the case of vendor-based systems being deployed in healthcare settings. Decisions regarding which issues or problems to rectify at this point are discussed with the IT staff, taking into account the severity of the problems as well as other contingencies such as the release schedule and resources for modifying the system. In a number of our studies, we have found this stage to have a quick turnaround time, but system modifications may need to be restricted to fixing problems considered most urgent or severe. At this stage, issues identified are typically surface level usability problems.

Phase 3. Clinical Simulation

From our early experiences, it was found that Phase 2 usability testing alone is not enough to ensure the usability and safety of healthcare IT. As a consequence, the authors and colleagues have worked on developing low-cost rapidly-conducted clinical simulations [4]. We have defined clinical simulations as an extension of usability testing that includes not only observing representative users doing representative tasks, but also testing in representative or real environments (e.g. clinics with real or realistic workflow) [9-12]. This may involve using real (or realistic) testing scenarios in testing. Clinical simulations in our work have varied from use of actors to development of digital video patients used in testing interactions involving real or highly realistic tasks and workflows. For example, a clinical simulation may involve participants (e.g. physicians) interviewing a simulated patient while using a new electronic health record system or decision support tool to enter and record patient data. Data collection involves video and audio recording of all user interactions with systems under study.

Phase 4. Error Correction from Clinical Simulation

The analysis of the data collected from clinical simulations (e.g. video and audio data) is similar to that of the analysis of usability testing data. However, at this phase, the focus of analysis is typically on assessing the impact of systems on clinical workflow and healthcare activities. Coding schemes we have employed at this phase include categories for assessing impact of systems on decision making, reasoning, physician question asking, and also categories for identifying potentially negative impact such as increased time to complete tasks and workarounds that are potentially dangerous. In addition, from our experience we have found that surface level usability problems not detected from Phase 1 testing may also end up being identified in this stage. Major defects (e.g. negative system impact on clinical workflow) identified from clinical simulation are corrected, where feasible, before moving on to the next phase.

Phase 5. Near-Live Testing

In a number of studies we have conducted, after clinical simulation has been completed, we have moved to observe and record a limited number of user interactions with the system in a live setting, prior to widespread deployment or release [6]. This limited naturalistic testing involves setting up unobtrusive recording equipment (e.g. using free screen recording software installed on systems used) and allows us to collect data on use of the system in real contexts prior to full-scale product release or healthcare organization implementation. Issues at this stage include obtaining institutional review board consent for collecting data that may involve real patients. Whether this additional level of testing is feasible depends on gaining organizational access to settings and contexts in which a system will be ultimately deployed (e.g. a hospital ward, or even an operating room off hours).

Phase 6. Error Correction from Near-Live Testing

From our work we have found that limited naturalistic testing almost invariably uncovers further issues that could not have been found from usability testing or clinical simulation alone. Major concerns or issues that are identified are brought to the attention of the design/implementation teams, with problems warranting immediate fixing being rectified prior to widespread system release.

Phase 7. Widespread Deployment and Continual Monitoring

Upon completion of the phases described above, the system can be released on a wide scale with greater confidence that major issues have been detected before “going live”. This may involve releasing a healthcare IT software product to the market, or the widespread deployment of a vendor system throughout a hospital or health region. Continual monitoring of system use, in terms of possible usability problems or errors, is recommended. As shown in Figure 1, the safety net approach can be considered a cyclic process, with each phase leading to the correction of different types of errors. Figure 1 also shows the need for continual error monitoring (and correction), once the system is in use.
In Figure 1 we can also see that the approach attempts to identify and rectify as many usability problems and errors as possible before widespread deployment and implementation. At the top of Figure 1, we can see that after initial system design is complete, low-cost rapid usability testing can be employed to correct surface level usability problems. This is followed by clinical simulation and near-live testing. At each stage different types of errors are identified, with surface level usability problems typically detected during low-cost rapid usability, while issues around workflow are more likely to be detected in subsequent phases. The dotted lines in Figure 1 illustrate the “sieve” part of the safety net, which is designed to catch as many errors as possible before a system goes to widespread deployment, as illustrated in the lower part of Figure 1. Once deployed, continual monitoring for usability and feedback from end-users may need to iteratively trigger further cycles of usability analyses, as indicated by the arrows in the right side of Figure 1.

Results

We have applied the multi-method, multi-phased approach described in this paper in a number of assessments of EHRs, decision support systems (DSSs) and mobile health applications. A finding emerging from our work is that the types of errors and usability problems detected at each phase are different, and that therefore, a multi-phased approach was needed to detect the widest possible range of problems. For example, early phase usability testing (in Phase 1) typically uncovered surface level usability problems, while testing involving clinical simulations (Phase 2) typically detected issues related to impact on clinical workflow, including identifying potentially dangerous workarounds. In Phase 3, near-live testing typically revealed a range of contextual issues that would not have otherwise been predicted by the previous phases. It should also be noted that surface level usability problems (and even software programming errors not caught by traditional white- and black-box testing) were typically detected throughout all phases of the approach (i.e. even during clinical simulations and live or near-live testing, usability problems would still be detected that had not been found in Phase 1). The approach thus provided a usability and technology-induced error “safety net”, without which serious usability problems and errors would have found their way into actual system use and patient care.

In development and refinement of healthcare IT during the design and prototyping phases, our early work employed components of the approach described in this paper, specifically classic usability testing of an EHR was followed by clinical simulation of a commercial EHR system, where actors played the part of a patient while study participants (e.g. physicians) interacted with the system to handle patient cases [13].

In more recent work, we are adapting some of the approaches described in this paper to the testing of a novel, composable user interface designed to allow for near-live testing using remote usability engineering methods [14]. This will take place in two phases, the first being detailed, comparative, in-person, near-live testing in crossover studies of commercial and experimental systems, in which the user is asked to create interfaces in the composable system, and both systems are
evaluated as to user behavior and diagnostic accuracy. Another phase is testing larger numbers of subjects via remote near-live testing, in which software working in the background records user actions and generates a video. The ability to send users a link and have them perform tests at a distance, without in-person meetings, allows far larger numbers of subjects and testing of sharing functionality, which is expected to yield new insights about composable systems and clinician cognitive processes and communication.

The approach described in this paper has also been applied to ensure that the implementation of vendor-based products (e.g. EHRs) as well as their extensions (e.g. addition of decision support capabilities to an EHR) do not inadvertently introduce serious usability or safety issues when implemented in hospitals. Along these lines, we have successfully employed parts of the approach as well as the full approach on a number of projects. In one study, we employed the full multi-phased approach in the implementation of clinical guidelines within a commercial EHR product [6]. In Phase 1 of the approach described in this paper, basic usability testing was conducted. This testing identified a range of surface level usability problems, such as navigational issues, consistency problems and the need for improved layout and wording of alerts. This included the need to relabel alerts that appeared on the screen and to make them more conspicuous to the physician’s eye (these issues were rectified in Phase 2). In Phase 3, a clinical simulation was conducted involving participants (8 physicians) interviewing a simulated digital patient (from which they could ask for patient information) in order to assess the impact of the system on clinical workflow. Analysis of the video data from these simulations (conducted in Phase 4) indicated the introduction of the guidelines inadvertently changed physician workflow in a number of unexpected ways. For example, some participants found that the alerts were triggered too early, before the participant had a chance to review the patient’s information and data. As a result, alert triggering mechanisms were modified during Phase 4. In Phase 5, limited naturalistic testing was conducted and defects detected from this phase were rectified in Phase 6, prior to widespread release of the guidelines. A subsequent clinical trial showed a high rate of uptake of the guidelines by end-users in the hospital, in large part due to the multi-phased multi-method testing that was conducted prior to system release.

In another application of the approach, we employed these methods in the assessment of a medication administration system in a Japanese hospital. Phase 1 testing involved having 16 physicians and nurses interact with the system to carry out medication tasks while being video recorded. Phase 1 identified a number of specific usability problems, while issues with workflow as a result of the system (as well as potential technology-induced errors) were identified in Phase 3 using clinical simulations. In terms of problems at the workflow level, it was found that the system was inflexible and rigid during emergency situations, when there was a need to override the systems due to time constraints. Results of the phased multi-method approach led to refinement of the system to include emergency overrides, improved workflow and streamlined usability during the defect correction phases of the process [15].

Discussion

In our work we have integrated a number of methods for ensuring system usability and safety. We found that each phase of this method detected different types of problems, starting with surface level usability problems and leading to issues related to workflow, impact on physician cognitive processes, and patient safety. It is argued that such a multi-method phased approach is needed to create a “safety net” to detect and rectify a range of errors and problems prior to widespread system release. The approach described in this paper is beginning to be applied in healthcare organizations where usability and safety have been deemed of utmost importance in system implementations and deployments. Current areas we are working on include streamlining the methods and processes involved to shorten the time taken for analysis (using published coding schemes and computer tools) and increasing dissemination of the approach through demonstration projects at key healthcare organizations worldwide.

Conclusions

The usability of healthcare IT continues to be a problem, with reports of systems that are unusable and in some cases unsafe. One approach has been the development of guidelines and regulations to improve the situation [17-19]. In another direction, to address these issues, the authors have developed a methodological approach that involves several phases of data collection and analyses. This approach begins with low-cost rapid usability testing, followed by a phase of clinical simulation and finally near-live or live testing involving a limited number of participants. Our experiences with this approach has indicated that by applying this “safety net” approach, a wide range of issues and problems can be detected (and rectified) prior to widespread release of healthcare IT systems. Areas of future work include demonstrating the cost-effectiveness of the approach and disseminating information about it more widely. This method can become incorporated in healthcare IT practice as there is a need to enhance patient safety through improving the usability of healthcare IT.
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