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Abstract. This paper describes a novel method for explaining Bayesian network (BN) inference when the network is modeling a population of conditionally independent agents, each of which is modeled as a subnetwork. For example, consider disease-outbreak detection, in which the agents are patients who are modeled as independent, conditioned on the factors that cause disease spread. Given evidence about these patients, such as their symptoms, suppose that the BN system infers that a respiratory anthrax outbreak is highly likely. A public-health official who received such a report would generally want to know why anthrax is being given a high posterior probability. This paper describes the design of a system that explains such inferences. The explanation approach is applicable in general to inference in BNs that model conditionally independent agents; it complements previous approaches for explaining inference on BNs that model a single agent (e.g., explaining the diagnostic inference for a single patient using a BN that models just that patient).

1 Introduction

The importance of an explanation facility in intelligent systems was recognized early on. There are several studies that experimentally confirmed the positive impact of explanation on learning [2, 22, 11], on user perception of the system [33], and on the accuracy of decision making [2, 31]. Only one experimental study has evaluated the impact of explanation of inference in Bayesian networks on decision making [31]. It showed that appropriate explanation can improve decision making.

Developments in Bayesian network (BN) research in the 1980s and 1990s [5, 18] made BNs one of the most powerful tools for modeling of uncertainty in AI. Today, there are applications of BNs in various domains: tutoring systems [27], user interfaces [17], information retrieval [12], locomotive diagnostics [26], financial operational risk assessment [23], ecology [34], genetics [3], biosurveillance [6] and medical diagnosis [20].

There are methods for explanation of inference that were designed for general BNs [7, 31, 15, 32] or for special BNs [29, 28, 21, 4]. Some explanation methods have been successfully applied to BNs for real world applications [19, 31]. However, current explanation methods may not be feasible for very large networks.

BNs can become huge in size when they model a large population of agents by representing each agent with an individual subnetwork. We refer to these networks as Bayesian Networks with a Population of Agents (BNPA). These networks are useful in situations in which we want to learn something about a population based on information about the agents in the population. In disease-outbreak detection (aka biosurveillance), for example, the agents are often people who are reporting their symptoms when admitted to the hospital. Another type of agent could be a sensor that periodically measures and reports information about air quality at a given location in a city. An example of an agent-based BN in the military domain is the collection of intelligence from soldiers engaged in combat about the size and nature of an enemy force in order to derive an estimate of the enemy’s military capabilities.

Agents in a population will be independent of one another, if we condition on all those factors that make them dependent, which are shown as interface nodes (I) in Figure 1. We refer to such networks as Bayesian Networks with a Population of Independent Agents (BN-PIA). In detecting non-contagious infectious diseases, for example, we can model and condition on all the significant factors that cause a person to acquire the disease, such as the amount, location, and timing of the source of the disease. This paper describes a new approach, the hierarchical explanation method (HEM), for explaining inference in a BNPIA. Unlike previous explanation methods, the HEM exploits the modular character of a BNPIA.

2 Background

A BN is a framework for efficient representation of joint probability distribution over a set of random variables. A Bayesian network has two main components: a graph and local probability distributions [25]. The graph is the qualitative component of a BN, locally representing the relationships among domain variables. The graph of a BN is a directed acyclic graph (DAG), which means that it cannot contain cycles, that is, closed loops of directed links. It consists of nodes that represent random variables and directed arcs connecting nodes. We use the term node and variable interchangeably in the text. The arcs are directed from parents to children. An arc expresses the dependency of a child node on a parent node. Every node is associated with a conditional probability distribution (CPD). In general, a BN network can contain continuous variables, discrete variables or both.

An outcome of inference in a BN is a posterior probability distribution of variables as an effect of observed evidence. Hence the explanation of inference in Bayesian network is focused on the posterior distribution of a node of interest. Methods that explain BN inference try to clarify why and how a certain posterior probability was obtained given observed evidence.

The posterior probability that we want to explain results from a combination of several factors: the evidence, the BN structure (vari-
An agent-based BN (Figure 1) consists of several parts: a subnetwork that represents the whole population (the common part) and subnetworks that represent agents in the population individually (the agent part). The common part of the BN is connected with the agent parts of the BNPIA via the common part nodes that we call interface nodes (I). The size of the population can be very large. For example, a Bayesian model for biosurveillance called PANDA-CDCA [8] was tested using a population of 423,000 agents. PANDA-CDCA (Figure 2) is a BNPIA for diagnosing outbreaks of CDC (Center for Disease Control and Prevention) Category A diseases [1], which include anthrax, tularemia, plague, and several other serious infectious diseases. In this paper we use PANDA-CDCA as an example of an agent-based BN with independent agents. Agents in PANDA-CDCA are modeled as not interacting directly with each other in contracting disease, and hence, there are no directed arcs connecting variables in different agent subnetworks. Therefore, the agents are conditionally independent if we condition on the nodes Outbreak Disease in Population and Fraction of Population with Outbreak Disease. This independence assumption seems reasonable for non-contagious disease outbreaks. In case of non-contagious diseases due to bioterrorism, for example, the main increase in infected individuals in the population is due to a release of some biological agent for which we can assume non-transmission of the disease among individuals (agents) in the population.

Figure 1. General representation of a Bayesian Networks with a Population of Independent Agents. The closed regions represent Bayesian subnetworks. The circles on the edge of the networks denote nodes that are connected by arcs that bridge subnetworks. Only two such “I/O” nodes are shown per subnetwork, but in general there could be any number. The arrows between subnetworks show the direction in which the Bayesian-network arcs are oriented between the subnetworks. The braces show which nodes can possibly be connected by arcs. Interface nodes I are the “I/O” nodes in the common subnetwork that connect common subnetworks with the agent subnetworks.

Figure 2. Example of Bayesian Networks with a Population of Independent Agents: PANDA-CDCA [8].
PANDA-CDCA takes as input chief complaints observed at an emergency department (ED) during the previous 24-hour period, and it outputs the posterior probability of CDC Category A diseases (plus a few other diseases, including influenza). The common part (G) for the PANDA-CDCA BN model is made up of the nodes that represent features common to the whole population, and an agent part (A) that consists of subnetworks $A = \{ A_1, \ldots, A_n \}$ of all $n$ individuals in the population, where $A_i$ is subnetwork of $i^{th}$ agent. Nodes in the common subnetwork are Outbreak, Outbreak Disease in Population, and Fraction of Population with Outbreak Disease. The Outbreak node represents the presence or absence of an outbreak. The node Outbreak Disease represents 12 explicitly modeled diseases. Fraction of Population represents the population that has an outbreak disease and has come to the ED within the previous 24 hours. The Fraction of Population and Outbreak Disease create an interface between the other global node (Outbreak node) and the agent subnetworks. In PANDA-CDCA all individuals (agents) are represented by identical subnetworks, although in general they could differ. An agent’s subnetwork consists of the nodes Outbreak Disease State of Patient and Chief Complaint Finding. The node Outbreak Disease State of Patient represents diseases that each person can have according to the model. The CDC category A diseases and influenza, cryptosporidiosis, hepatitis A and asthma are modeled explicitly; any other disease which the patient may have is represented by the state “other”, meaning some other disease. PANDA-CDCA was tested using semi-synthetic and real data with encouraging results [8].

### 4 Hierarchical explanation method

Unlike previously existing explanation methods for Bayesian networks, the hierarchical explanation method takes advantage of the modularity in BNPIAs. The structure of a BNPIA allows us to identify those agents that are most important for obtaining inference results (Figure 2). When HEM selects evidence for explanation it selects all evidence of the agent and, hence, the agent’s subnetwork. Figure 3 shows how HEM is applied using PANDA-CDCA. Since it does not represent the most general example of BNPIA. However it provides an appropriately complex model for demonstrating HEM. HEM builds up explanation hierarchically using three levels. The information collected is represented by the schema in Figure 3. The tree structure in the figure represents variables (ellipses) at each level of the explanation and the instantiation of these variables (rectangles) are ranked and sorted from most important to least important for use in explanation. The instantiations of the nodes are ranked with respect to instantiations selected on the previous level and the evidence. HEM starts explanation with the node of interest (NOI), whose probability we want to explain. NOI constitutes the top explanation level in Figure 3. HEM assumes that the NOI is in the common part of BNPIA. For PANDA-CDCA it is the Outbreak (O) node. The lowest level represents patient models (subnetworks), each with its respective set of evidence. People modeled in PANDA-CDCA correspond to the agents of a BNPIA. Explanation can be simplified by creating groups of patients with the same model and evidence (model-evidence equivalence groups). As PANDA-CDCA uses the same subnetwork for all agents, we can simplify explanation by grouping agents with the same evidence. Therefore the explanation in PANDA-CDCA is constructed based on groups of agents with identical evidence rather than on individual agents. We will refer to groups of agents as evidence equivalence groups. Although, the HEM does not require agents to have identical subnetworks, it makes the grouping of the agents more efficient. The middle level consists of interface nodes; conditioning on them renders the agents independent of each other. In PANDA-CDCA, there are two interface nodes: Outbreak Disease in Population and Fraction of Population with Outbreak Disease. In order to keep the example simple, we assume in Figure 3 that there is only one interface node, namely, Outbreak Disease in Population.

Having introduced the three levels, we now summarize how explanation is performed using them. At the first level, all possible states $t_1, t_2, \ldots, t_k$ of the NOI, $T$, are ranked using the posterior probability $P(\{i, e\})$, where $e$ is the evidence for all individuals in the population. Since there is no higher level, this posterior probability is conditioned on only evidence observed for the individuals. In this way we select the most probable instantiation of the NOI for the subsequent analysis. Alternatively, the user can select the state of NOI that he is interested in having explained. Suppose the selected instantiation of the NOI is $t_0$. At the middle level of the explanation tree in Figure 3, the instantiations of the nodes $i_1, i_2, \ldots, i_k, \ldots, i_N$ of nodes $I$ are ranked using the posterior probability $P(\{i | t_0, e\})$. Suppose that $t_i$ is the instantiation with the highest posterior probability. At the lowest level of the explanation tree, we identify those individuals that most contributed to a high posterior probability of $t_i$, when compared to other possible instantiations of $T$: $-\log P(t_i | e) \leq -\log P(t_j | e) \; \forall \; j \neq i$. Recall that individuals with identical evidence are considered as one evidence equivalence group. Let $e_j$ be the total evidence of the $j^{th}$ group. The relative support of $i_7$ by the $j^{th}$ evidence equivalence group is measured using the conditional likelihood ratio (LR) given by Equation 1.

\[
L(i_7 : e_j | t_3, e_1, \ldots, e_{j-1}) = \frac{P(e_j | t_3, t_5, e_1, \ldots, e_{j-1})}{P(e_j | \neg t_3, t_5, e_1, \ldots, e_{j-1})}
\]  \tag{1}

The denominator in Equation 1 is derived as follows:

\[
p(e_j | \neg t_3, t_5, e_1, \ldots, e_{j-1}) = \frac{\sum_{k=1}^{N_{i_7}} P(e_1, \ldots, e_j | i_k) P(i_k | t_3)}{\sum_{k=1}^{N_{i_7}} P(e_1, \ldots, e_{j-1} | i_k) P(i_k | t_3)}
\]

We have to use a conditional LR since in general

\[
p(e_1 | \neg i_7, t_5) P(e_2 | \neg i_7, t_3) \neq p(e_1, e_2 | \neg i_7, t_4)
\]

The likelihood ratio in Equation 1 allows us to decompose the posterior odds of $i_7$ into contribution of each evidence equivalence group $e_j$ (Equation 2).

\[
p(i_7 | t_3) = \prod_{j=1}^{N_{i_7}} \frac{P(i_7 | e_j) P(e_j | t_3)}{P(i_7 | e_j) P(e_j | t_3)}
\]

where $N_{i_7}$ is number of evidence groups. Let $B_{j-1}$ represent background information consisting of $T = t_3$ and $j - 1$ already selected equivalence evidence groups $\{e_1, \ldots, e_{j-1}\}$. The LR allows us to determine which evidence equivalence group is supporting and which evidence equivalence group is contradicting the instantiation $i_7$, shown in Equation 3.
Moreover, the LR in Equation 1 allows us say that instantiation \( i_7 \) is \( LR(i_7 : e_j | B_{j-1}) \) times more (or alternatively, less) supported by \( e_j \) than \( \neg i_7 \) given the background information \( B_{j-1} \) if \( LR(i_7 : e_j | B_{j-1}) > 0 \) (or alternatively, \( LR(i_7 : e_j | B_{j-1}) < 0 \)). The likelihood ratio given by Equation 1 depends on the order of selected group evidence and only in the case of a binary \( I \) can the LR be replaced by unconditional LRs, \( L (i_7 : e_j) \), in Equation 2. A simple heuristic for ordering evidence in the case of an \( I \) with more than two states is to initially select the evidence equivalence group with the highest likelihood ratio. In this case, we select first the high-ranked evidence equivalence group. The remaining evidence equivalence groups are then sorted and applied similarly. This approach selects evidence that is most supportive of the instantiation of \( i_7 \) itself, regardless of the interaction of the selected evidence with the rest of the observed evidence. Once instantiations and evidence equivalence groups are selected, HEM will select information for explanation using the scores calculated for each instantiation and evidence equivalence group. Explanation presented to the user includes the score for the selected information.

5 Example of hierarchical explanation

This section provides an example of applying the HEM methodology to produce an explanation of inference for PANDA-CDCAs. In particular, Figure 3 shows the scheme of HEM as applied to PANDA-CDCAs. The observed evidence for PANDA-CDCAs, \( e \), consists of chief-complaint findings extracted from chief-complaint strings recorded for each patient who comes to the emergency department. Chief-complaint findings included in the model are fever, cough, and headache, for example. Since "Outbreak" is the NOI, the posterior probability of each possible instantiation of that node is derived given the observed evidence on all individuals in the population. The posterior probability of \( \text{Outbreak} = \text{true} \) is 0.9999 and posterior probability of \( \text{Outbreak} = \text{false} \) is 0.0001. Assume we would like to know why the posterior of \( \text{Outbreak} = \text{true} \) is so high. HEM first identifies the instantiations of those intermediate nodes that most support \( \text{Outbreak} = \text{true} \). In this section, we will refer to the node "Outbreak Disease in Population" simply as to "Outbreak Disease." For simplicity of exposition, we will not include the node Fraction of population with outbreak disease in the explanation described here. All possible instantiations of the variable "Outbreak Disease" are scored using the posterior of "Outbreak Disease" given evidence \( e \) and \( \text{Outbreak} = \text{true} \). Suppose that the top scoring instantiation of "Outbreak Disease is outbreak disease is botulism" (score = 0.998) and the second most highly scored instantiation is "Outbreak Disease is plague" (0.001). Explanation focuses on the most important (highest scoring) instantiation, that is, "outbreak disease is botulism" (score = 0.998). As a final stage, HEM searches for groups of individuals that provide the highest evidential support for instantiation "Outbreak Disease = botulism." Equation 1 is used to quantify such support. The highest support for "Outbreak Disease = botulism" given \( \text{Outbreak} = \text{true} \) is provided by a group of 36 patients with the chief complaint of difficulty swallowing. The second highest support is provided by a group of patients with the chief complaint of slurred speech. Using the information derived above, a simple verbal explanation can be constructed, such as: "PANDA-CDCA detected an outbreak (Outbreak = true) with probability 0.9999. The most probable outbreak disease is botulism with probability 0.998. Evidence that supports botulism as the outbreak disease is a group of 36 patients with a chief complaint of difficulty swallowing. When 36 such patients come to the emergency department, the probability of botulism increases with respect to alternative outbreak diseases by a factor of 22."
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