A method for detecting and characterizing outbreaks of infectious disease from clinical reports
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A B S T R A C T
Outbreaks of infectious disease can pose a significant threat to human health. Thus, detecting and characterizing outbreaks quickly and accurately remains an important problem. This paper describes a Bayesian framework that links clinical diagnosis of individuals in a population to epidemiological modeling of disease outbreaks in the population. Computer-based diagnosis of individuals who seek healthcare is used to guide the search for epidemiological models of population disease that explain the pattern of diagnoses well. We applied this framework to develop a system that detects influenza outbreaks from emergency department (ED) reports. The system diagnoses influenza in individuals probabilistically from evidence in ED reports that are extracted using natural language processing. These diagnoses guide the search for epidemiological models of influenza that explain the pattern of diagnoses well. Those epidemiological models with a high posterior probability determine the most likely outbreaks of specific diseases; the models are also used to characterize properties of an outbreak, such as its expected peak day and estimated size. We evaluated the method using both simulated data and data from a real influenza outbreak. The results provide support that the approach can detect and characterize outbreaks early and well enough to be valuable. We describe several extensions to the approach that appear promising.

1. Introduction
There remains a significant need for computational methods that can rapidly and accurately detect and characterize new outbreaks of disease. In a cover letter for the July 2012 “National Strategy for Biosurveillance” report, President Obama wrote: As we saw during the H1N1 influenza pandemic of 2009, decision makers—from the president to local officials—need accurate and timely information in order to develop the effective responses that save lives [1]. The report itself calls for “situational awareness that informs decision making” and innovative methods to “forecast that which we cannot yet prove so that timely decisions can be made to save lives and reduce impact.” The report echoes a call made by Ferguson in 2006 in Nature for similar forecasting capabilities [2].

The current paper describes a Bayesian method for detecting and characterizing infectious disease outbreaks. The method is part of an overall framework for probabilistic disease surveillance that we have developed [3], which seeks to improve situational awareness and forecasting of the future course of epidemics. As depicted in Fig. 1, the framework supports disease surveillance end-to-end, from patient data to outbreak detection and characterization. Moreover, since detection and characterization are probabilistic, they can serve as input to a decision-theoretic decision-support system that aids public-health decision making about disease-control interventions, as we describe in [3].

In the approach, a case detection system (CDS) obtains patient data (evidence) from electronic medical records (EMRs) [4]. The patient data include symptoms and signs extracted by a natural language processing (NLP) system from text reports. CDS uses data about the patient and probabilistic diagnostic knowledge in the form of Bayesian networks [5] to infer a probability distribution over the diseases that a patient may have. For a given patient-case j, the result of this inference is expressed as likelihoods of the patient’s data E j, both with and without an outbreak disease dx. In a recently reported study, CDS achieved an area under the ROC curve of 0.75 (95% CI: 0.69 to 0.82) in identifying influenza cases from findings in ED reports [6].

A second component of the system, which is the focus of this paper, is the outbreak detection and characterization system (ODS). ODS receives from CDS the likelihoods of monitored
diseases for all patients over time. ODS searches a space of possible epidemic models that fit the likelihoods well, and it computes the probability of each model, denoted as \( P_{\text{epidemic model}}(\text{data}_i) \). The distribution over these epidemic models can be used to detect, characterize, and predict the future course of disease outbreaks. The output of ODS may be used to inform decisions about disease control interventions.

For each day, ODS also computes a prior probability that a patient seen on that day will have disease \( dx \). To do so, ODS uses its estimate of (1) the extent of \( dx \) in the population, and (2) the fraction of people in the population with \( dx \) who will seek medical care. These ODS-derived patient priors can be used by CDS to compute the posterior probability that patient \( j \) has disease \( dx \), that is, \( P(dx | \text{data}_j) \). The probability that a patient has a disease can inform clinical decisions about treatment and testing for that patient, public health case finding, and public health disease reporting.

We previously described the overall disease surveillance system architecture shown in Fig. 1, including a high-level description of ODS [3]. The purpose of the current paper is to provide a detailed mathematical description of the current ODS model and inference methodology, as well as an initial evaluation of it using data from a real outbreak and from simulated disease outbreaks. The paper focuses on epidemiologic applications of ODS, which includes all the information flowing from left to right that are shown with solid arrows in Fig. 1.

2. Background

Outbreak detection and characterization (OD&C) is a process that detects the existence of an outbreak and estimates the number of cases and other characteristics, which can guide the application of control measures to prevent additional cases [7]. In this section, we review representative prior work on OD&C algorithms, and we describe the novel characteristics of our approach.

Non-Bayesian OD&C algorithms can be classified as temporal [8–15], spatial [16–22], or spatio-temporal [23]. Almost all of these approaches follow a frequentist paradigm and share a key limitation: the only compute a \( p \text{ value} \) (or something related to it) of a monitored signal; given the signal, they do not derive the posterior probability that there is an outbreak of disease \( dx \), which is what decision makers typically need. It is also difficult for frequentist approaches to incorporate many types of prior epidemiological knowledge about disease outbreaks.

Bayesian algorithms have been developed for outbreak detection [24–39]. These algorithms can derive the posterior probabilities of disease outbreaks, which are needed in setting alerting thresholds and performing decision analyses to inform public-health decision-making. Bayesian algorithms have also been developed to perform some types of outbreak characterization [31,38,40,41]. However, all of these algorithms have a major limitation: the evidence they receive as input is constrained to be counts, such as the daily number of patients presenting to outpatient clinics with symptoms of cough and fever. Although such counts are informative about outbreaks, they cannot feasibly express many rich sources of information, such as that found in a patient’s emergency department (ED) report, which includes a mix of history, symptoms, signs, and lab information.

In the current paper, we describe a more flexible and general approach that models probabilistically the available evidence using data likelihoods, such as the probability of the findings in a patient’s ED report conditioned on the patient having influenza (or alternatively some other disease). This approach can use counts as evidence, but it is not limited to doing so. It leverages the intrinsic synergy between individual patient diagnosis and population OD&C. In particular, in this approach OD&C is derived based on probabilistic patient diagnostic assessments, expressed as likelihoods. In general, the more informative is available patient evidence about the diseases being monitored, the more informative are the resulting probabilities of those diseases. For example, evidence that a patient has a fever, cough, and several other symptoms consistent with influenza will generally increase the probability of influenza in that patient, relative to having evidence regarding only one symptom, such as cough. The higher those probabilities (if well calibrated), the more informed the OD&C method will be about which patients have the outbreak disease, which in turn supports the detection and characterization of the outbreak in the population. In general, it is desirable to be able to incorporate whatever evidence happens to be available for each individual patient (including symptoms, signs, and laboratory tests) as early as possible in order to support outbreak detection and characterization. The method described in this paper provides such flexibility and generality.

In addition, the diagnosis of a newly arriving patient is influenced by prior probabilities that are derived from probabilistic inference over current OD&C models. To our knowledge, no prior research (either Bayesian or non-Bayesian) has (1) used a rich set of clinical information in EMR records as evidence in performing disease outbreak detection and characterization, nor (2) taken an integrated approach to patient diagnosis and population OD&C. While the power of this synergy is intuitive, the contribution of this paper is in describing a concrete approach for how to realize it computationally. In addition, we evaluate the approach.

Beyond being able to use a variety of evidence, the approach we propose can be applied with many different types of disease outbreak models. In the current paper we investigate the use of SEIR (Susceptible, Exposed, Infectious, and Recovered) compartmental models that use difference equations to capture the dynamics of contagious disease outbreaks, which is a highly relevant and important class of outbreak diseases in public health [42]. SEIR models have been extensively developed and applied to model
3. Computational methods

This section first describes the general approach we have developed for deriving the posterior probabilities of epidemic models for use in detecting and characterizing a disease outbreak. It then gives a general description of a method for searching over models.

3.1. Model scoring

Our goal is to take clinical evidence in the form of EMR data, such as real-time ED reports, and to then automatically infer whether a disease outbreak is occurring in the population at large, and if so, its characteristics. Let data all represent all of the available patient data and let model denote a specific model (epidemiological hypothesis) of the disease outbreak in the population. By Bayes' theorem we obtain the following:

\[
P(\text{model} | \text{data all}) = \frac{P(\text{data all} | \text{model}) \cdot P(\text{model})}{\sum_{\text{model} \in \mathcal{S}} P(\text{data all} | \text{model}) \cdot P(\text{model})},
\]

(1)

where the sum is taken over all the models in set \(\mathcal{S}\) that we assume have a non-zero prior probability (i.e., \(P(\text{model}) > 0\)).

In Eq. (1), \(P(\text{model})\) is the prior probability of \(\text{model}\), which is assessed based on domain knowledge about possible types of outbreaks and their characteristics. For example, if we are using SEIR models [42,43], then the basic reproduction number \(R_0\) is one such characteristic of population disease. By convention, we consider \(\text{model}\) to be a model that represents the absence of a disease outbreak.

We derive \(P(\text{data all} | \text{model})\) in Eq. (1) as follows. Given a model, we assume that the evidence over all patients on each given day,\(^1\) which we denote as \(E(\text{day})\), is conditionally independent of evidence on other days, given a model:

\[
P(\text{data all} | \text{model}) = \prod_{\text{day} = \text{StartDay}}^{\text{EndDay}} P(E(\text{day}) | \text{model}),
\]

(2)

where the product is over all the days that we are monitoring for an outbreak, from an initial \(\text{StartDay}\) to a final \(\text{EndDay}\), which typically would be the most recent day for which we have data, such as EMR data. We emphasize that in general \(\text{model}\) is a temporal, disease transmission model, which represents that the evidence on one day is related to the evidence of another day; so, the evidence from one day to the next is not unconditionally independent; rather, in Eq. (2) the evidence is only assumed to be independent given \(\text{model}\).

Let \(r\) be the number of patients (e.g., ED patients) on a given day who have the outbreak disease \(dx\) (e.g., influenza) that is being monitored.\(^2\) As we will see below, it is convenient to average over all values of \(r\) to derive the term in the product of Eq. (2) as follows:

\[
P(E(\text{day}) | \text{model}) = \sum_{r=0}^{\#\text{Pts}(\text{day})} P(E(\text{day}) | r, \text{model}) \cdot P(r | \text{model}),
\]

(3)

where \(\#\text{Pts}(\text{day})\) is a function that returns the total number of patients who visited the health facilities being monitored on a given day.

We derive the first term in the sum of Eq. (3) as follows. The evidence for each day consists of the evidence over all of the patients seen on that day. We denote the evidence for an arbitrary patient \(j\) as \(E_{j}(\text{day} | r, \text{model})\); for example, it might consist of all the findings for the patient on that day that are recorded in an EMR by a physician. We assume that the evidence of one patient is conditionally independent of the evidence of another patient, given a model and a value for \(r\). Thus, we have the following:

\[
P(E(\text{day}) | r, \text{model}) = \prod_{j=1}^{\#\text{Pts}(\text{day})} P(E_{j}(\text{day}) | r, \text{model}).
\]

(4)

Let \(dx = 1\) represent that patient \(j\) has the outbreak disease \(dx\), and let \(dx = 0\) represent that he or she does not. Conditioned on knowing the disease status of a patient, we assume that the evidence about that patient’s disease status is independent of \(r\) and \(\text{model}\). Under this assumption, the term in the product of Eq. (4) is as follows:

\[
P(E_{j}(\text{day}) | r, \text{model}) = P(E_{j}(\text{day}) | dx = 1) \cdot P(dx = 1 | r, \text{model}) + P(E_{j}(\text{day}) | dx = 0) \cdot P(dx = 0 | r, \text{model}).
\]

(5)

Recall that \(\text{model}\) is a model of the outbreak disease \(dx\) in the population at large, \(r\) is the number of presenting patients on a given day that have disease \(dx\), and \(P(dx = 1 | r, \text{model})\) is the prior probability that a given patient will have \(dx\) given \(r\) and \(\text{model}\). Clearly this probability is influenced by the value of \(r\); however, given \(r\), knowing \(\text{model}\) would generally provide no additional information about the chance that the patient has disease \(dx\). Based on this line of reasoning, we obtain the following:

\[
P(dx = 1 | r, \text{model}) = P(dx = 1 | r),
\]

(6a)

\[
P(dx = 0 | r, \text{model}) = P(dx = 0 | r).
\]

(6b)

Substituting Eqs. (6a) and (6b) into Eq. (5), we obtain the following:

\[
P(E_{j}(\text{day}) | r, \text{model}) = P(E_{j}(\text{day}) | dx = 1) \cdot P(dx = 1 | r) + P(E_{j}(\text{day}) | dx = 0) \cdot P(dx = 0 | r).
\]

(7)

For a given value of \(r\), we derive the prior probability that a patient has disease \(dx\) as follows:

\[
P(dx = 1 | r) = \frac{r}{\#\text{Pts}(\text{day})},
\]

where recall that \(\#\text{Pts}(\text{day})\) is the total number of patients on that day who sought care, which is a known quantity. We also have that \(P(dx = 0 | r) = 1 - P(dx = 1 | r)\).

The likelihood terms \(P(E_{j}(\text{day}) | dx = 1)\) and \(P(E_{j}(\text{day}) | dx = 0)\) in Eq. (7) are provided by CDS, which is described in detail in [4]. In this way, CDS passes patient-centric information to ODS for it to use in performing disease detection and characterization. An important point to emphasize is that \(E_{j}\) can represent an arbitrarily rich and diverse set of patient information; in the limit, it could represent everything that is known about the patient at the time that care is sought. This point highlights the generality of the approach being described here in terms of linking the clinical care of individual patients to the epidemiological assessment of disease in the population.

We now return to Eq. (3) to derive \(P(r | \text{model})\), which will complete the analysis. Let \(n\) represent the number of individuals who according to \(\text{model}\) are infected with a given pathogen that is causing \(dx\) in the population on a particular day and are subject to visiting the ED because of their infection. Let \(\theta\) denote the probability that a person in the population with \(dx\) will seek care and thereby become a patient who is seen on the given day. Assuming these patients seek care independently of each other, we obtain the following:

\[
P(r | \text{model}) = \text{Binomial}(r; n, \theta),
\]

(8)

\(^1\) The unit of time need not be days, but rather could be hours, for example.

\(^2\) For simplicity of presentation we assume here that only one disease is being monitored for an outbreak.
where $Binomial(r; n, \theta)$ denotes a binomial distribution over $r$, given values of $n$ and $\theta$. If $r > n$, then $Binomial(r; n, \theta) = 0$.

Eq. (8) assumes that $n$ and $\theta$ are known with certainty; however, in general they are not. By considering the distribution of the values of $n$, we generalize Eq. (8) to become the following:

$$P(r \mid model_i) = \sum_{n=0}^{N_{pop}} Binomial(r; n, \theta) \cdot P(n \mid model_i), \quad (9)$$

where $N_{pop}$ is the size of the population of interest, which we assume is constant from $StartDay$ to $EndDay$; if we wish to model that it varies, we can use $N_{pop}(day)$, which is a function that returns the size of the population of interest on each day.

We also can integrate over the distribution of the values of $\theta$. Although we do not know $\theta$, we will assume that its value—whatever it may be—persists over the course of a given disease outbreak. Thus, we modify Eq. (2) to become the following:

$$P(data_{all} \mid model_i) = \int_{\theta}^{1} f(\theta) \cdot \prod_{day=StartDay}^{EndDay} P(E(day) \mid model_i) d\theta \quad (10)$$

where the prior probability density function $f(\theta)$ must be specified, and the term in the product is given by Eqs. (3)–(9), as before.

The combination of the above equations leads to the following overall solution to Eq. (2):

$$P(data_{all} \mid model_i) = \int_{\theta}^{1} f(\theta) \cdot \prod_{day=StartDay}^{EndDay} \left( \sum_{r=0}^{n} Binomial(r; n, \theta) \cdot P(n \mid model_i) \right) d\theta, \quad (11)$$

where $P(E(day) \mid r)$ is defined as follows:

$$P(E(day) \mid r) = \frac{\#Pts(day)}{\#Pts(day)} \left[ P(E_i(day) \mid dx = 1) \cdot \frac{r}{\#Pts(day)} + P(E_i(day) \mid dx = 0) \cdot \left( 1 - \frac{r}{\#Pts(day)} \right) \right].$$

Note that the term $P(E(day) \mid r)$ in Eq. (11) is independent of $model_i$; thus, it can be computed once, cached, and then used in efficiently scoring many different models.

In Eq. (11), the key modeling components are $P(E_i(day) \mid dx)$ and $P(n \mid model_i)$. The first component is a clinical inference and the second is an epidemiological one. Eq. (11) provides a principled way of combining these two components in deriving $P(data_{all} \mid model_i)$, from which we derive $P(model_i \mid data_{all})$ in Eq. (1), which serves as a score of $model_i$.

### 3.2. Model search

Fig. 2 provides as pseudocode a general method for searching the space of epidemiological models, using the model-score calculations described in the previous section.

ModelSearch creates a set of models that are stored in array $V$, along with the posterior probability of each model. The function GenerateModel in ModelSearch is left general, because there are many ways to implement it. In the next section, we discuss an implementation that randomly samples the epidemiological parameters of a SEIR model over specified value ranges.

Relative to the models generated, we can estimate numerous quantities of interest. For example, the probability that an outbreak has occurred during the period being monitored is one minus the probability that no outbreak has occurred, which is $1 - P(model_0 \mid data_{all})$, where model_0 is the non-outbreak model. Recall that $P(model_0 \mid data_{all})$ is stored in $V[0]$.

Assuming the presence of an outbreak, we can estimate its characteristics using the most probable outbreak model in array $V$, including the outbreak’s estimated start time and epidemic curve, as well as model parameters, such as $R_0$. Alternatively, we can estimate these characteristics by model averaging over all the models in $V$, weighted by the posterior probability of each model, which is also stored in $V$.

### 4. An implementation for influenza monitoring

This section describes details of applying the general approach described in the previous section to monitor for influenza outbreaks among humans in a given region.

#### 4.1. SEIR model

We used a standard SEIR model to model the dynamics of an influenza outbreak in a population using difference equations [42,43]. The model contains a compartment called Susceptible which represents the number of individuals in the population who are susceptible to being infected by a given strain of influenza. The model also represents that other individuals may be in an Exposed and Infected compartment, in an Infectious compartment, and finally in a Recovered compartment, which includes those individuals who are immune due to prior infection or immunization. Since the compartments are mutually exclusive and complete, the sum of the counts taken over the four compartments equals the population size. We set the initial Exposed and Infected count to zero for all models. We set the initial Recovered count to be the population size minus the initial Susceptible. We initialized the Susceptible and Infectious counts as described below, which we consider as parameters of a SEIR model.

Movement of individuals from one such compartment to the next over time is specified by a set of differential or difference equations. We used a difference equation implementation. These equations include three parameters that also define an instance of the class. The basic reproduction number ($R_0$) is the expected number of secondary cases of infection arising from a primary case. The latent period is the expected time from when an individual is infected to when he or she becomes infectious. The infectious period is the expected time an individual is infectious. Given a specification of these parameters, a SEIR model derives the number of individuals in each of the four compartments at each unit of time (e.g., each day).

Thus, in our implementation for the disease Influenza a given set of values for the parameters in a SEIR model defines a model, in Eq. (1). In the GenerateModel function of the ModelSearch procedure in Fig. 2, ODS samples over a range of values of these SEIR parameters in seeking models that score highly. The prior probability of a model, $P(model_i)$, is equal to the probability of the SEIR parameter values; we discuss this prior probability in more detail below.

We use the SEIR model to determine the probability distribution $P(n \mid model_i)$, as shown in Eq. (9), where $n$ is the number of individuals with influenza who are infectious on a given day. Since a SEIR model is deterministic, the probability simplifies to $P(n \mid model_i) = 1$ when $n$ is the value given by the SEIR model on that day; $P(n \mid model_i) = 0$ for other values of $n$. However, on a given day the number of patients in the population with influenza who visit the ED remains a binomial probability distribution, as shown in Eq. (9).

#### 4.2. Prior probabilities

ODS contains three types of prior probability distributions. One type involves the distribution over the six parameters shown in
Table 1. The table shows the bounds over which we sampled each parameter independently and uniformly in performing model search. We chose the bounds for $R_0$, the latent period, and the infectious period because they correspond to plausible ranges, based on past influenza outbreaks [42]. The initial susceptible parameter range corresponds to an estimate of the population size of Allegheny County, Pennsylvania, where we are monitoring for influenza outbreaks; the upper bound is the estimated population size, based on 2009 estimates [44], and the lower bound is 90% of the population size, corresponding to an estimate that as many as 10% of the population may have been exposed to the influenza outbreak strain previously. The number of infectious individuals on the first day of the outbreak is assumed to be between 1 and 100.

The second type of prior probability involves the distribution over $h$, as shown in Eq. (10). We used a uniform discrete distribution over the following values for $h$: 0.0090, 0.0095, 0.01, 0.0105, 0.011, which correspond to a range of values with 0.01 as the median. Appendix A describes how 0.01 was derived. The other values from 0.0090 to 0.011 correspond to a range that is $\pm$10% around 0.01. For computational efficiency in this initial implementation, in Eq. (10) we used a maximum a posteriori (MAP) assignment of $h$ in place of the integral shown there.

The third type of prior probability is the probability of an influenza outbreak occurring during a yearlong period. We estimate this probability to be 0.9 and distribute it evenly over the year. A more refined prior would be non-uniform; we discuss this issue in the Discussion section.

4.3. Filtering sampled models

ODS uses the previously listed parameter ranges to generate models which can describe the disease dynamics in the population. However, not all models generated using these ranges can be considered realistic. For example, it is possible to construct a SEIR model from the listed ranges so that the peak date is over 600 days after the start of an outbreak. We would not consider such a model realistic since there is no evidence to support that a single influenza outbreak can last that long.

To avoid including such models in its sample set, ODS can check the dynamics of a sampled model, and if it does not satisfy some basic criteria for a realistic outbreak, the model is discarded and...
replaced with a new sample, which is checked in the same way. For real data, we assumed that a model is valid if its peak occurs within a 1-year period from the earliest possible start date of the outbreak. For simulated data, we assumed a model is valid if it predicts an outbreak to last no more than 240 days; the predicted outbreak is defined to be over when the number of people predicted to be infected is less than 1.

4.4. Modeling non-influenza influenza-like illness

An important task when monitoring for an influenza outbreak is to model patients who present to an ED showing symptoms consistent with influenza, but who do not actually have influenza. Such patients are described as exhibiting a non-influenza influenza-like illness (NI-ILI). Cases of NI-ILI are frequent enough during both outbreak and non-outbreak periods to form a baseline of influenza-like disease. This baseline should be incorporated when applying the modeling approach described in Section 3 to detect and characterize influenza outbreaks.

Recall the term $P(E_{day}) | dx = 0 \cdot P(dx = 0 | r)$ from Eq. (7). For the disease influenza, $dx = 0$ indicates that patient $j$ does not have influenza. This could mean that patient $j$ has NI-ILI or neither NI-ILI nor influenza, which we will denote by the term other. Thus, we can compose this term into the following parts:

$$P(E_{day}) | dx = 0 \cdot P(dx = 0 | r) = P(E_{day}) | dx = NI-ILI \cdot P(dx = NI-ILI | r) + P(E_{day}) | dx = other \cdot P(dx = other | r)$$

(C12)

CDS is applied to derive $P(E_{day}) | dx = other$ in Eq. (12). In this paper, the evidence $E_{day}(j)$ that we used consisted only of patient symptoms and signs. In terms of symptoms and signs, influenza and NI-ILI may appear very similar. Therefore, as a first-order approximation, we assumed that the likelihood of NI-ILI evidence is the same as that of influenza evidence. This assumption allows the use of the influenza model to derive the likelihoods for the NI-ILI model:

$$P(E_{day}) | dx = NI-ILI = P(E_{day}) | dx = 1,$$  

where $dx = 1$ signifies influenza being present, as above. In light of Eq. (13), CDS uses the influenza Bayesian network model to derive likelihoods for NI-ILI patient cases

We now return to Eq. (12). Since we are modeling an NI-ILI baseline, we assume the probability that a patient has NI-ILI is independent of the number of patients with influenza, and thus:

$$P(dx = NI-ILI | r) = \mu(dx = NI-ILI)$$

Using Eqs. (12)-(14), Eq. (7) becomes the following:

$$P(E_{day}) | dx = other | r) = P(E_{day}) | dx = 1 \cdot \mu(dx = 1 | r) + P(dx = NI-ILI) \cdot \mu(dx = other | r) + P(E_{day}) | dx = other \cdot \mu(dx = other | r)$$

where $P(dx = other | r) = 1 - P(dx = 1 | r) - P(dx = NI-ILI)$ such that only values of $r$ are considered that render non-negative values of $P(dx = other | r)$.

Appendix B contains a derivation of the term $P(dx = NI-ILI)$ immediately above. As explained there, we model this probability as being time varying from day to day.

5. Experimental methods

We performed an evaluation of ODS using both a real influenza outbreak as well as simulated outbreaks. We applied ODS to real clinical data recorded by EDs in Allegheny County, PA in the time surrounding an H1N1 influenza outbreak in the fall of 2009. These results provide a realistic case study of how ODS might perform during a real outbreak in the future. On the other hand, simulated outbreaks allow the evaluation of ODS over a wide range of possible outbreak scenarios and have the advantage that the complete and correct course of the outbreak is available for analyzing the ability of ODS to detect and characterize outbreaks of influenza. Since simulations are always simplifications of reality, however, these results should be interpreted with appropriate caution.

ODS was implemented using Java. The timing results reported here were generated when using a PC with a 64-bit Intel Xeon E5506 processor with a 2.13 GHz clock rate and access to 4 GB of RAM, which was running Windows 7.

5.1. A real influenza outbreak

We analyzed the performance of ODS on real data from the 2009 H1N1 influenza outbreak in Allegheny County (AC). The real data were provided to ODS by CDS in the form of disease likelihoods generated for ED patients from seven hospitals in AC for each day from June 1, 2009 through December 31, 2009. We selected four analysis dates during the outbreak and ran ODS on each of those dates. In running ODS, we started the monitoring for an influenza outbreak on June 1, 2009. We applied ODS in the same way as described in Section 5.2.2 below, with uniform sampling over the ranges just as they appear in Table 1.

As a measure of outbreak detection, we report the posterior probability of an outbreak at each of the four analysis dates. As a measure of outbreak characterization, we compared the peak dates predicted by ODS with the peak dates of retail sales of thermometers in AC. Previously, we showed that retail thermometer sales have a strong positive correlation with ED cases that are symptomatic of influenza [45].

5.2. Simulated outbreaks

5.2.1. Generating simulated outbreak data sets

We used a SEIR model to generate 100 influenza outbreaks. The epidemiological parameters defining the generated outbreaks were obtained by uniformly sampling over the ranges defined in Table 1, with the following exceptions. First, we assumed that the initial number of infectious individuals was 50, which corresponds to a moderate initial number. Second, we assumed that the outbreak start day was day 32, relative to the beginning of the simulation. For each day of an outbreak, the SEIR model determined the number of patient cases with influenza. For an individual with influenza, we assumed that the probability of him/her seeking care at an ED on a given day was 1/100, for the reasons given in Appendix A. We assumed individuals with influenza sought care independently of each other. For a simulated ED patient with influenza, we sampled with replacement his/her ED report from a pool of real ED reports of patients who were PCR positive for influenza. We combined this time series of simulated influenza cases with a time series of patient cases that did not exhibit influenza, which is described next.

We considered two types of patient cases that did not exhibit influenza. One type had non-influenza influenza-like illness (NI-ILI). The other type had neither influenza nor NI-ILI, and we labeled these as Other cases. We determined the number of NI-ILI cases on a given day by sampling from a Poisson distribution. The mean $\mu_{NI-ILI}$ of the distribution was determined as follows. Let $\mu_{ED}$ denote the average number of total cases presenting to the monitored EDs; based on data from the summer months of 2009, 2010, and 2011 for the EDs we are monitoring in Allegheny County, we estimated $\mu_{ED}$ to be 590 cases per day. We used summer months, because an influenza outbreak is unlikely to have occurred during those periods. We used $\mu_{NI-ILI} = 0.1 \times \mu_{ED}$, where the fraction of 0.1 is based on an estimate of the fraction of NI-ILI cases during the summer months (see Appendix B for details). If $n$ NI-ILI cases were simulated as presenting to the ED
on a given day, we sampled with replacement n ED reports from the set of real influenza cases described above. Since in this evaluation CDS used only symptoms and signs in the ED reports to diagnosis influenza, we used influenza cases to represent the presentation of other types of influenza-like illness.

We determined the number of Other cases on a given day by sampling from a Poisson distribution with a mean fraction of 0.9 \times 0.9. For each of these cases, we sampled an ED report from a pool of real ED reports of patients who (1) were negative for influenza according to a PCR test, or who did not have a PCR test ordered, and (2) did not have symptoms consistent with influenza-like illness.

All cases were provided to CDS, which processed them and provided likelihoods to ODS. For each day of a simulation, the simulated influenza patients who visited the ED were combined with the simulated non-influenza patient cases who visited the ED (NI-ILI and Other cases) to create the set of all patients who visited the ED on that day. One hundred such simulated datasets were generated.

5.2.2. Applying ODS to the simulated outbreaks

We applied a version of ODS that implements the ModelSearch algorithm in Fig. 2. ModelSearch sampled 10,000 SEIR models; that is, once 10,000 SEIR models were sampled, the stopping condition in the repeat statement of ModelSearch was satisfied. The Generate-Model function generated these SEIR models according to the methods described in Sections 4.1–4.3. In particular, in generating a SEIR model the parameters in Table 1 were uniformly randomly sampled over the ranges shown there and then filtered to retain realistic models.

We performed Bayesian model averaging over the 10,000 SEIR models to predict the total size of the outbreak for each of the 100 simulated outbreaks. Thus, the prediction of outbreak size from each model was weighed by the posterior probability of that model, which was normalized so that the sum of the posterior probabilities over all 10,000 models summed to 1. To predict the peak date, we derived a model averaged daily influenza incidence curve, by Bayesian model averaging over the 10,000 influenza incidence curves. We then identified the peak date in the model averaged curve and used it as the predicted peak date.

5.2.3. Analyzing ODS performance on simulated outbreaks

We quantified outbreak progression as being the fraction at some point of the total number of outbreak cases that occurred over the entire course of the outbreak. For example, 0.5 corresponds to half of the total cases having had occurred. We also derived the corresponding number of days into the outbreak.

We analyzed the ability of ODS to detect and characterize outbreaks. We analyzed the posterior probability that an outbreak is occurring on a given date, as computed by ODS, in order to assess the timeliness of detection. An outbreak probability is only useful if it is high when an outbreak is occurring and low when an outbreak is not occurring. Thus, for a given outbreak posterior probability P, we also report an estimate of the fraction of days during a non-outbreak period when ODS would predict an outbreak probability as being greater than or equal to P. We assume that outbreak probabilities from ODS are being generated on a daily basis.

We used two measures of population-wide outbreak characterization performance. First, we measured how well ODS estimated the total number of outbreak cases (including future cases) as the outbreak progressed. As a quantitative measure, we used \( \frac{\text{actual_number} - \text{estimated_number}}{\text{actual_number}} \), which is the relative error (RE). Second, we measured how well ODS estimated the peak day of an outbreak, using \( \frac{\text{actual_peak_date} - \text{estimated_peak_date}}{\text{actual_peak_date}} \), which is the absolute error that is measured in days.

6. Experimental results

6.1. Results using real data

On August 15, 2009 the posterior probability of an influenza outbreak according to ODS was about 26%, which is moderate, but certainly not definitive. By September 8 the probability had risen to about 97%, which is 41 days before the October 19 peak date of the outbreak, as discussed below. Table 2 shows the posterior probabilities on September 8 and three subsequent dates in 2009. The table also shows the predicted peak date of the outbreak according to ODS and the peak date according to thermometer sales.

For each target date, ODS estimated the past, present, and future daily incidence of newly infectious individuals in the population. The solid plot line in Fig. 3 shows those results for predictions made on September 8. The gray area in the figure indicates dates beyond September 8, and thus these are predictions of future cases. The dotted line shows the number of thermometer sales in AC on each day, as an independent indicator of the number of new influenza cases on that day. The peak number of thermometer sales occurred on October 19 (see small circle on the dotted line in Fig. 3), which we will use as the presumptive true peak date. Figs. 4–6 show the results for the other three target dates.

The computational run time for the analyses shown in Table 2 ranged from 11 min for the September 8 analysis to 29 min for November 29 analysis. Later dates required more computer time, due to there being more days over which to consider that an outbreak could have begun.

6.2. Results using simulated data

Table 3 shows the results for the simulated outbreaks. As an example, consider row 3 in which the mean fraction of outbreak cases is 0.064, corresponding to about 52 days into the outbreak on average. The ODS posterior probability of the outbreak is about 97% on average. The mean error in estimating the total number of outbreak cases at that point is approximately 11%. The error in estimating the peak day at that point is about 4 days. Only in about 1 in 200 days (\( \approx 0.005 \)) will there be a false-positive prediction of an outbreak, relative to a posterior probability of 97%.

7. Discussion

The plots in Figs. 3–6 show how well ODS was able to predict the peak day of a real outbreak that occurred in 2009. On September 8 (Fig. 3), ODS predicted that a peak incidence of infectious influenza cases would occur on October 19, which is the presumptive true peak date, based on counts of thermometer sales. On October 12 (Fig. 4), the ODS prediction of the peak date is 22 days beyond the true peak date. Thus, the peak prediction worsened from September 8 to October 12. We conjecture that this result may be influenced by the actual outbreak being asymmetric, as indicated by the thermometer counts, where there is a more gradual slope before the peak day than after it. The asymmetry could result from vaccinations, a change in the frequency and extent to which people are in physical contact with each other, and other factors, which potentially could be modeled in ODS. In contrast, SEIR models are largely symmetric, which biases ODS toward fitting epidemiological curves that are also symmetric. Alternatively, it is possible that the peak count of thermometer sales in the region does not correspond the peak day of incidence of influenza cases in the region; however, the results in the next paragraph suggest it is a good estimate. Other reasons for the peak prediction results are
Table 2
Results of the application of ODS to real data from EDs in Allegheny County Pennsylvania at four dates in the fall of 2009.

<table>
<thead>
<tr>
<th>ODS analysis date</th>
<th>Probability outbreak is occurring</th>
<th>Peak date of thermometer sales</th>
<th>ODS predicted peak date</th>
<th>Thermometer peak minus ODS peak</th>
</tr>
</thead>
<tbody>
<tr>
<td>September 8</td>
<td>0.973</td>
<td>October 19</td>
<td>October 19</td>
<td>0</td>
</tr>
<tr>
<td>October 12</td>
<td>&gt;0.999</td>
<td>October 19</td>
<td>November 10</td>
<td>−22</td>
</tr>
<tr>
<td>October 26</td>
<td>&gt;0.999</td>
<td>October 19</td>
<td>October 26</td>
<td>−7</td>
</tr>
<tr>
<td>November 29</td>
<td>&gt;0.999</td>
<td>October 19</td>
<td>October 17</td>
<td>2</td>
</tr>
</tbody>
</table>

Fig. 3. Incidence of newly infectious influenza cases calculated by ODS on September 8, 2009 (solid line). Daily thermometer sales are shown as an independent indicator of the peak date of the influenza outbreak (dotted line).

Fig. 4. Incidence of newly infectious influenza cases calculated by ODS on October 12, 2009.
possible as well, and it is an open problem to investigate such possibilities.

On October 26 (Fig. 5) ODS predicts that the peak has occurred at that point. On November 29 (Fig. 6), which is late into the outbreak, ODS predicts that the peak occurred on October 17, which is two days earlier than the peak predicted by thermometer sales. Since these two peak dates were derived by entirely different data sources and methods, it provides support that the peak date was close to October 19.

The simulation results in row 3 of Table 3 indicate that an outbreak is typically detected as highly likely at 52 days after it started, at which point about 6% of the outbreak cases have occurred. At 56 days into the outbreak, which corresponds to the first 10% of outbreak cases, the total number of cases (past, present, and future) are estimated with an error rate of about 9%, and the peak is estimated within an error of about 3 days. Since the peak day occurred on average at 74 days into the outbreak, these results provide support that influenza outbreaks can be detected and characterized well before the peak day is reached. Such information could help inform public-health decision making.

ODS makes use of epidemiological knowledge about influenza disease transmission in the form of prior distributions over its model parameters, which include parameters for influenza in a SEIR model and other parameters. When coupled with probabilistic
case detection based on ED reports, this knowledge appears sufficient to achieve outbreak detection and characterization that are early enough to be relevant to disease-control decision making.

7.1. Extensions

We have applied the ODS framework in ways that go beyond those described above. We have used it to predict a posterior distribution over outbreak model parameters, such as $R_0$ and the length of the infectious period, as well as outbreak characteristics, such as the estimated length of an outbreak. We have also applied ODS to predict the prior probability that the next patient in the ED will have influenza, which can be used in a patient diagnostic system. Patient data allow ODS to infer outbreaks in the population, which in turn allows ODS to infer the prior probability of patient disease. Thus, ODS provides a principled way of linking population-health assessment and patient diagnosis [3,4]. The predictions of ODS can also be used in support of decision analytic systems that help public health decision makers decide how to respond to disease outbreaks [3], a functionality we have demonstrated in a decision-support tool called BioEcon, which can compute a Monte Carlo sensitivity analysis of disease control strategies over a set of ODS-scored models.5

7.2. Limitations

A limitation of the current implementation of ODS is its use of SEIR models. While these models provide useful approximations to many real outbreaks, which can be computed quickly, they may not adequately capture the complexities of some outbreaks. The results reported above for a real outbreak in 2009 suggest that the apparent asymmetry of the outbreak may have contributed to the error in predicting the peak date by ODS. It is an interesting open problem to investigate models with more complex behavior than the standard SEIR modeling framework. Such extensions could include, for example, SEIR models in which the parameters (e.g., $R_0$) are modeled as changing over time in specific ways, in order to capture changes in the dynamics of person to person contact. As another example, the SEIR model could be augmented by a model of how ongoing vaccinations in the population for the outbreak disease are affecting the number of people who are susceptible to infection by that disease. As a third example, we could replace or augment the use of SEIR models with agent-based models, which can capture many details of a disease outbreak.

Within the SEIR-model framework reported here, we assumed that a single influenza outbreak would occur with a probability of 0.9 per year; its start date was evenly distributed over all 365 days of the year. As mentioned in Section 4.2, a more refined prior probability distribution over the start date would be non-uniform, which might well improve the performance of ODS on real influenza outbreak data. We note that the distribution over the start date of an outbreak is not the same as the distribution over the date the outbreak will be detected by public health. On the start date, there may be only a few cases of the disease in the population, and the start date can precede the detection date by many months. Quantifying the prior probability distribution over the start date for an influenza (or other type) outbreak is an interesting and challenging problem for future research.

There are also limitations in the experiments reported here. The experiments that used simulated data were useful in evaluating a range of outbreak scenarios. The overall performance of ODS appears good, which provides some support for its utility. However, evaluations based on simulated data are subject to bias. In particular, we used the same class of models (SEIR) for both outbreak simulation and outbreak detection. Moreover, we generated outbreaks using a range of model parameters that defined the uniform priors for those parameters in ODS. Thus, it seems reasonable to view the simulation results reported here as an upper bound on the performance we would expect from ODS in detecting and characterizing a real influenza outbreak. In future work, it will be useful to evaluate the performance of ODS using many more simulations, including those in which the assumptions of the simulator are at odds with the assumptions of ODS. It would also be interesting to measure the performance of ODS, as the amount of clinical data per patient is attenuated from (for example) all the findings in a full ED report, to a smaller set of selected findings, to just the chief complaint finding(s).

The evaluation using real data focused on an influenza outbreak in 2009 that was particularly interesting because Influenza A/H1N1)pdm was a new viral clade that caused a large and concerning pandemic that year. The ability to detect such pandemics is one of the primary reasons for developing systems such as ODS. Thus, the results of that evaluation are of special interest. Nonetheless, it will be important in future work to evaluate the performance of ODS on a larger set of real outbreaks.

It will also be important to compare the performance of ODS to other methods of outbreak detection and characterization, including some of the methods reviewed in Section 2. As mentioned in that section, to our knowledge there are currently no other methods that can use a rich set of patient findings as evidence in performing outbreak detection and characterization. Thus, comparisons to ODS will need to provide each method with the type of evidence it can use, while maintaining case consistency across the different types of evidence being used by each method.

7.3. Future research

The ODS framework supports multiple directions for future research which appear promising. The framework is very flexible in terms of the type of data that are used as clinical evidence for given individuals, such as ED patients. The data could be derived

---

Table 3
The results of an evaluation involving 100 simulated influenza outbreaks. Each cell contains a mean value followed in parenthesis by the 95% confidence interval around that mean.

<table>
<thead>
<tr>
<th>Mean fraction of outbreak cases</th>
<th>Mean number of days into the outbreak</th>
<th>Mean posterior probability $P$ that an outbreak is occurring</th>
<th>Mean relative error in estimating the total number of outbreak cases</th>
<th>Mean absolute error of estimating the peak day</th>
<th>Mean false positive rate relative to $P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>17.6 (17.0, 18.3)</td>
<td>0.125 (0.118, 0.132)</td>
<td>0.874 (0.867, 0.881)</td>
<td>13.4 (11.8, 15.0)</td>
<td>0.695 (0.665, 0.726)</td>
</tr>
<tr>
<td>0.01</td>
<td>35.8 (34.5, 37.2)</td>
<td>0.363 (0.316, 0.410)</td>
<td>0.649 (0.606, 0.692)</td>
<td>9.3 (8.2, 10.4)</td>
<td>0.283 (0.239, 0.331)</td>
</tr>
<tr>
<td>0.064</td>
<td>51.9 (50.0, 53.9)</td>
<td>0.572 (0.497, 0.996)</td>
<td>0.196 (0.084, 0.128)</td>
<td>4.1 (3.4, 4.9)</td>
<td>0.005 (0.000, 0.01)</td>
</tr>
<tr>
<td>0.1</td>
<td>56.0 (53.9, 58.1)</td>
<td>0.981 (0.962, &gt;0.999)</td>
<td>0.086 (0.068, 0.104)</td>
<td>3.2 (2.6, 3.9)</td>
<td>0.003 (0.000, 0.009)</td>
</tr>
<tr>
<td>0.2</td>
<td>62.8 (60.4, 65.2)</td>
<td>0.996 (0.995, 0.997)</td>
<td>0.069 (0.051, 0.087)</td>
<td>3.6 (2.9, 4.3)</td>
<td>0.00 (0.00, 0.00)</td>
</tr>
<tr>
<td>0.5</td>
<td>742 (71.3, 77.1)</td>
<td>0.997 (0.996, 0.999)</td>
<td>0.063 (0.051, 0.074)</td>
<td>2.5 (1.9, 3.0)</td>
<td>0.00 (0.00, 0.00)</td>
</tr>
</tbody>
</table>

---

5 BioEcon and its user manual can be downloaded from http://research.rods.pitt.edu/bioecon; the use of BioEcon with ODS is described in Chapter 8 of that manual.
from free text using NLP, as reported here, as well as coded data, such as laboratory results. Moreover, the type of evidence available for one individual can be different from that available for another. For example, for some patients we may only know their chief complaint and basic demographic information. For others, we may have a rich set of clinical information for the EMR. The use of heterogeneous data in outbreak detection and characterization is an open problem for future investigation.

The ODS framework is also flexible in supporting different types of epidemiological models. For concreteness, in this paper we focus on using SEIR models; however, other epidemiological models can be readily substituted. This paper also focuses on influenza as an example of an outbreak disease. Nevertheless, influenza is not “hard coded” into ODS. Rather, ODS allows other disease models to be used. It is possible for different types of outbreak diseases to be modeled using different types of epidemiological models. For example, we could use a SEIR model for modeling influenza and a SIS (Susceptible-Infectious-Susceptible) model for modeling gonorrhea.

ODS currently assumes at most one disease outbreak is influencing the data (during the interval from StartDay to EndDay). However, the general framework can accommodate the detection of multiple outbreaks that are concurrent or sequential. An example is the detection of an RSV outbreak that begins and ends in the middle of an influenza outbreak. Developing efficient computational methods for detecting and characterizing multiple, overlapping outbreaks is an interesting area for future research.

An important problem is to detect and characterize an outbreak disease that is an atypical variant of a known disease or is an unmodeled disease, perhaps due to it being novel. There are two main patterns of evidence that can suggest the presence of such events. One occurs at the patient diagnosis level when modeled diseases match patient findings relatively poorly for some patients. Another occurs at the epidemiological modeling level when the estimates of the epidemiological parameters for an ongoing outbreak do not match well the parameter distributions of any of the currently modeled disease outbreaks. It is an interesting open problem to develop a Bayesian method for combining these two sources of evidence to derive both (1) a posterior probability of an outbreak being an atypical variant of some known disease and (2) a posterior probability that an outbreak is unmodeled, and thus, possibly novel.

Currently, ODS detects and characterizes outbreaks in a specific region of interest, such as a county. It will be useful to extend it to detect and characterize outbreaks within subregions of a given region. Each subregion may have a different epidemiological behavior (e.g., a different epidemiological curve in the case of an outbreak of influenza) than the other subregions. Being able to characterize the individual and joint behavior of these subregions could help support public health decision making.

As the capabilities of ODS are extended, it will be important to further improve its computational efficiency. One direction is to use more sophisticated methods to sample the model parameters, rather than use simple uniform sampling over a range of values. We could, for example, apply dynamic importance sampling [46], which tends to sample the parameters in the regions of the model space that appear to contain the most probable models. We might also assess more informative prior probability distributions over the parameters.

8. Conclusions

This paper describes a novel Bayesian method called ODS for linking epidemiological modeling and patient diagnosis to perform disease outbreak detection and characterization. The method was applied to develop a system for detecting and characterizing influenza in a population from ED free-text reports. A SEIR model was used to model influenza. A Bayesian belief network was used to develop an influenza diagnostic system, which takes as evidence findings that are extracted from ED reports using NLP methods. An evaluation was reported using simulated influenza data and a real outbreak of influenza in the Pittsburgh region in 2009. The results support the approach as promising in being able to detect outbreaks well before the peak outbreak date, characterize when the peak will occur, and estimate the total size of the outbreak in the case of simulated outbreaks. The general ODS framework is flexible and supports many directions for future extensions.
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Appendix A

This appendix describes the derivation of 1/100 as an estimate of the probability that an individual who is infectious with influenza on a given day of the outbreak will visit the ED on that day due to the influenza. This posterior probability appears in Section 4.2 of the paper. We factor it into the following four component probabilities:

\[ p(\text{ever infectious with influenza} | \text{infectious with influenza on day } i) = 1.0 \quad (A1) \]
\[ p(\text{ever symptomatic with influenza} | \text{ever infectious with influenza}) = 0.67 \quad (A2) \]
\[ p(\text{visit ED with influenza} | \text{ever symptomatic with influenza}) = 0.09 \quad (A3) \]
\[ p(\text{visit ED on day } i \text{ with influenza} | \text{ever visit the ED with influenza}) = 1/6 \quad (A4) \]

In the events appearing in the probabilities above, the word “ever” refers to any time during a given individual’s infection with a given case of influenza. Eq. (A1) is definition. Eq. (A2) is based on assuming that only about 67% of individuals who become infected with influenza exhibit symptoms of influenza [47]. Eq. (A3) is based on a telephone survey performed in New York City in 2003, which found that about 9% of people who had symptoms of influenza said they visited an ED because of that episode of illness [48], Table 2). Eq. (A4) assumes that if an individual will visit the ED due to symptoms of influenza, then (1) the symptoms persist for an estimated six days [47], and (2) the individual is equally likely to visit the ED on any one of those six days. The probability of interest is taken to be the product of the above four probabilities:

\[ p(\text{visit ED on day } i \text{ with influenza} | \text{infectious with influenza on day } i) = 1 \times 0.67 \times 0.09 \times 1/6 \approx 1/100. \]

Appendix B

This appendix describes the method we applied to derive the prior probability of non-influenza influenza-like-illness (NI-ILI) on a given day. This quantity appears as \( p(dx = \text{NI-ILI}) \) in Eq. (15). A new value of this prior probability is derived for each day that is being monitored for an outbreak.

Let \( d \) denote the variable day that appears in Eq. (15). It might, for example, denote the current day in a system that is monitoring for outbreaks of disease. We would like to estimate the fraction \( Q \) of patient cases on day \( d \) that present for care due to having NI-ILI. We will then use fraction \( Q \) as our estimate of \( p(dx = \text{NI-ILI}) \) on day
d. Let $Q_d$ be an estimate of $Q$ on day $d$. Our goal is to estimate $Q_d$ well.

We first estimated values for $Q$ during a period when we presume there is no outbreak of influenza. Since influenza outbreaks are unlikely in the summer, we used the summer months for this purpose. For each day during the summer period, we found the value for the prior $P(dx = \text{NI-ILI})$ that maximized Eq. (3), assuming that each patient case had either a NI-ILI or an Other disease. Let $MLP_{d-1}$ denote this maximum likelihood prior for day $d$. We then derived the mean $\mu$ and standard deviation $\sigma$ of these $MLP_{d}$ values over a period of summer days. Assuming a normal distribution, we used $\mu$ and $\sigma$ to derive a threshold $T$ such that only about 2.5% of $MLP_{d}$ values are expected to be higher.

When monitoring for an outbreak on day $d$, we derived $Q_d$ as follows. If $MLP_{d-1} < T$, then $Q_d := MLP_{d-1}$. The rationale is that an MLP value yesterday ($d-1$) that is below $T$ is consistent with IILI today ($d$) being due to non-influenza. However, if $MLP_{d-1} \geq T$ then an influenza outbreak is suspected, because it is unlikely that NI-ILI in the population could account for such a high extent of IILI. In that case, we estimate $Q_d$ as the mean value of recent, previous values of $Q$. In particular, we estimate $Q_d$ being equal to the mean value of $Q$ over the previous 21 days prior to $d$; if fewer than 21 days are available, we use the number that is available; when $d = 1$, no previous values are available, so we use $Q_0 = \mu$. The rationale for using this method is that the current rate of NI-ILI is likely to be similar to its rate in the recent past.
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